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ABSTRACT

Taxonomies serve many applications with a structural representa-
tion of knowledge. To incorporate emerging concepts into existing
taxonomies, the task of taxonomy completion aims to find suitable
positions for emerging query concepts. Previous work captured
homogeneous token-level interactions inside a concatenation of the
query concept term and definition using pre-trained language mod-
els. However, they ignored the token-level interactions between
the term and definition of the query concepts and their related con-
cepts. In this work, we propose to capture heterogeneous token-level
interactions between the different textual components of concepts
that have different types of relations. We design a relation-aware
mutual attention module (RAMA) to learn such interactions for
taxonomy completion. Experimental results demonstrate that our
new taxonomy completion framework based on RAMA achieves
the state-of-the-art performance on six taxonomy datasets. This
paper belongs to “Application and analysis - Knowledge Graph
Construction”, and in the “ Novel research paper” category.
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1 INTRODUCTION

Taxonomy is a hierarchical structure that represents the hypernym-
hyponym relations or “is-A” relations between concepts or entities.
Researchers have been using relational knowledge to identify se-
mantic relevance for web search [9, 27], personalized recommenda-
tion [21, 32], and question answering [26].

Existing taxonomies are constructed mainly by human experts
or through crowd-sourcing. However, manual taxonomy construc-
tion is time-consuming, labor-intensive, and limited in knowledge
coverage [3, 8]. With the influx of emerging concepts, it is necessary
to complete the taxonomies with emerging concepts to keep them
up-to-date. The tasks of taxonomy completion [8, 31] are therefore
proposed to reduce the manual effort of building and maintaining
taxonomies. Such technologies automatically enrich pre-built tax-
onomies by inserting emerging concepts into the existing relational
graph.

Existing taxonomy completion methods used graph learning
algorithms to propagate the semantic encodings of concept terms
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Figure 1: Heterogeneous token-level interactions in taxon-

omy: A concept on a taxonomy has two textual components:

term (blue) and definition (green). The taxonomic relation

between two concepts is deeply embedded in the interactions

of tokens in the texts. Different relations and different com-

ponents create different patterns of interactions that should

be modeled by different mutual attention modules in a lan-

guage model. In this example, three types of interactions

are more salient than others: (1) parent’s term and child’s

definition, (2) siblings’ terms, and (3) siblings’ definitions.

over a taxonomy [15, 19, 29, 31]. As pre-trained language mod-
els (PLMs) greatly improved various text processing systems, they
have been utilized for encoding the concept’s textual description,
i.e., a concatenation of term and definition [4, 11, 23, 24]. PLMs
incorporated a self-attention mechanism to explore the interactions
between the tokens of the concatenated text. Such token-level in-
teractions provided better homogeneous semantic representations
of concepts than pure term encodings, which led to a significant
improvement on taxonomy completion.

Existing methods that rely solely on homogeneous token-level
interactions have two limitations: (1) they ignore the valuable token-
level interactions between concepts that have specific relations; (2)
they simply concatenate the term and definition texts into a single
textual sequence without considering the source of the interacted
tokens (i.e., term or definition). To address these limitations, given
a pair of concepts, we propose to consider both (1) their roles in a
relation and (2) the textual components of concept description (i.e.,
sources of tokens) to produce taxonomy-contextualized representa-
tions.

For a given query concept, we classify various token-level in-
teractions with its neighboring concepts based on their roles (e.g.,
parent, child, sibling) and the textual components (e.g., term, defini-
tion) of the concepts. We name them as heterogeneous token-level
interactions. In Figure 1, we illustrate the significance of such het-
erogeneous token-level interactions on the ENVironment Ontology
(ENVO). As shown, the term and definition of a query concept have
notable correlations with (1) the term of its parent concept, (2) the
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Figure 2: Instead of concatenating term and definition of

query concept for self-attention, we utilize up to twelve types

of token-level interactions among 8 pieces of text {𝑋 } with

respect to the relation with query (𝑝, 𝑐, 𝑠) and the textual

component (𝑡 and 𝑑) by heterogeneous mutual attentions.

definition of its sibling concept, and (3) the term of its sibling con-
cept. For example, the parent concept “Shape” is referenced in the
definition of “3-D Shape,” and the terms of sibling concepts “3-D
shape” and “2-D shape” are lexically similar. Additionally, the defi-
nitions of sibling concepts “3-D shape” and “angula” were written
with similar templates.

Figure 2 shows the twelve types of token-level interactions. In
taxonomy completion, we look for a suitable position of query con-
cept 𝑞. Given its term’s word sequence 𝑋 𝑡

𝑞 and its definition’s word
sequence 𝑋𝑑

𝑞 , a solution should model the interactions between the
tokens in the term or definition of a concept that is a parent 𝑝 , a
child 𝑐 , or a sibling 𝑠 . In this paper, we use double arrows to denote
the types of token-level interactions. For example,𝑋𝑑

𝑞 ↔ 𝑋 𝑡
𝑝 means

the interactions between the tokens in the query 𝑞’s definition 𝑋𝑑
𝑞

and the tokens in its parent node 𝑝’s term 𝑋 𝑡
𝑝 .

On this novel idea, we propose a module called RAMA that imple-
ments a relation-aware mutual attention mechanism and propose
an effective taxonomy completion framework based on this mod-
ule. RAMA models all the heterogeneous token-level interactions,
creating dynamic representations for each concept depending on
its role and the type of textual content it interacts with. To pre-
vent performance degradation caused by redundant information,
we conduct an empirical study on six real-world taxonomies to
determine which types of interactions make a positive impact. Ex-
tensive empirical results suggest that RAMA considers four types
of interactions (𝑋 𝑡

𝑞 ↔ 𝑋𝑑
𝑐 , 𝑋𝑑

𝑞 ↔ 𝑋 𝑡
𝑝 , 𝑋 𝑡

𝑞 ↔ 𝑋𝑑
𝑠 , and 𝑋𝑑

𝑞 ↔ 𝑋𝑑
𝑠 ).

We conduct experiments on six real-world taxonomies from var-
ious domains. RAMA achieves the state of the art in taxonomy
completion task. RAMA outperforms baselines by 1.9% in mean
reciprocal rank (MRR), 6.1% in precision and 5.0% in recall. Abla-
tion studies further demonstrate that the relation-aware mutual
attention mechanism effectively captures the knowledge from the
four selected types of token-level interactions.

The main contributions of this work are summarized as follows:

• We designed a comprehensive study to investigate twelve
types of token-level interactions to improve taxonomy com-
pletion, while past work ignored heterogeneity. Empirical
study on six real-world taxonomies shows that four types of
the interactions have positive impacts on taxonomy comple-
tion performance.

• We propose a new framework on a novel module RAMA that
incorporates a relation-aware mutual attention mechanism

to utilize heterogeneous token-level interactions between
terms and definitions effectively.

• Extensive experiments demonstrate that RAMA significantly
improves the performance of taxonomy completion tasks on
six datasets from various domains.

2 PROBLEM DEFINITION

In this section, we present the key concepts used in this paper and
formally define the taxonomy completion problem:

Definition 2.1 (Taxonomy). We follow the definition of taxonomy
in [31]. In our taxonomy, each concept has its associated definition.
A taxonomy T = (V, E) is a directed acyclic graph composed by a
vertex setV and an edge set E. Each vertex 𝑣 is associated with a
set of descriptive textX𝑣 = {𝑋 𝑡

𝑣 , 𝑋
𝑑
𝑣 }, where𝑋 𝑡

𝑣 is its term and𝑋𝑑
𝑣 is

its definition. Meanwhile, each directed edge 〈𝑝, 𝑐〉 ∈ E represents
a parent-child relationship that points to a vertex 𝑐 from its most
exact hypernymy vertex 𝑝 .

Definition 2.2 (Taxonomy Completion). Given a set of emerg-
ing concepts V′, taxonomy completion aims to add them into
an existing seed taxonomy T0 = (V0, E0). The goal is to enrich
T0 to be a larger taxonomy T = (V0 ∪ V′, E′). To insert each
query concept 𝑞 ∈ V′, we identify a proper candidate position
𝑢 (𝑞) = 〈𝑝 (𝑞), 𝑐 (𝑞)〉 ∈ E0 (simply denoted by 𝑢, 𝑝 , and 𝑐), remove
the edge 〈𝑝, 𝑐〉, and add two new edges 〈𝑝, 𝑞〉 and 〈𝑞, 𝑐〉. So, we
have:

E′ = E0 \𝑞∈V′ {〈𝑝, 𝑐〉} ∪𝑞∈V′ {〈𝑝, 𝑞〉, 〈𝑞, 𝑐〉}.

Therefore, after the insertion of 𝑞 at the candidate position 𝑢, 𝑝
becomes the parent concept of 𝑞 and 𝑐 becomes the child concept
of 𝑞. Note that 𝑝 or 𝑐 could be a placeholder node in case concepts
need to be inserted as root or leaf nodes.

3 PROPOSED FRAMEWORK

Overall architecture. Figure 3 illustrates the architecture of the
proposed framework. It handles any combination of heterogeneous
token-level interactions between definitions and terms in a pair of
concepts. It is composed of three main components: (1) Relation-
Aware Mutual Attention (RAMA) module, which captures token-
level interactions between the two concepts; (2) Homogeneous
Representation Generation module, which generates representa-
tions of the concepts; and (3) Scoring module, which is used for
both training and inference.

The working flow of these three modules in the framework is
as follows: the input consists of a query concept from the emerg-
ing concept set and its potential positions within the existing seed
taxonomy. Each concept has two textual components: term and
definition. The RAMAmodule inputs the interaction pairs under ex-
amination and obtains relation-aware embeddings for each pair. The
Homogeneous Representation Generation module takes the con-
catenation of the concept’s definition and term as input, generating
a code representation for each concept. The Scoring module inputs
both the code representations and relation-aware embeddings to en-
code parent-child and sibling-sibling relations. It ultimately outputs
a fitting score for each potential position of the query concept. We
then place the query concept in the potential position that receives



Completing Taxonomies with Relation-Aware Mutual Attentions MLG ’23, August, 2023, Long Beach, CA

Homogeneous 
and 

Heterogeneous
Representation

Parent- 
Child 

Relation 
Encoder 

Sibling 
Relation 
Encoder 

 
Scoring 
Function 

Parent

Siblings

Query?

Term:
Definition:

?

Child

Heterogeneous  
Representation Generation

X

PLM
+ 

Code 
Attention

Homogeneous  
Representation Generation

Scoring Module

RAMA 
Module
RAMA 
Module
RAMA 
Module
RAMA 
Module
RAMA 
Module
RAMA 
Module
RAMA 
Module
RAMA 
Module

Interaction Pairs Relation-Aware  
Embeddings

Taxonomy with  
two textual component

Homogeneous 
and 

Heterogeneous
Representation

Figure 3: Our framework has the RAMAmodule to improve taxonomy completion. Each unified RAMAmodule is responsive

to a combination of interactions mentioned in Figure 2 to generate heterogeneous representations. The scoring module feeds

both homogeneous and heterogeneous representations into parent-child and sibling relation encoders.

the highest fitting score, resulting in an enriched taxonomy that
incorporates these emerging concepts.

3.1 Relation-Aware Mutual Attention

In Figure 2, we have introduced twelve heterogeneous token-level
interactions between the term/definition of a query concept and the
counterparts from its potential parent, child, and sibling concepts, if
the query concept is inserted in the candidate position. To leverage
the token-level interactions within the diverse relationships for tax-
onomy completion, we propose a relation-aware mutual attention
(RAMA) module. For ease of reference, we use (𝛼, 𝛽) to represent
any heterogeneous interaction between the query concept and the
anchor concept. Specifically, the anchor concept can be the parent,
child, or sibling concept of the query concept. The symbols 𝛼 and 𝛽
refer to one of textual components (term or definition) of the query
and anchor concepts respectively, which can be formally written
as 𝛼 ∈ {𝑋 𝑡

𝑞, 𝑋
𝑑
𝑞 } and 𝛽 ∈ {𝑋 𝑡

𝑝 , 𝑋
𝑑
𝑝 , 𝑋

𝑡
𝑐 , 𝑋

𝑑
𝑐 , 𝑋

𝑡
𝑠 , 𝑋

𝑑
𝑠 }.

We illustrate our relation-aware mutual attention mechanism
in Figure 4. To enhance the representations of the query concept
and the anchor concept, we propose a relation-aware mutual atten-
tion mechanism that captures token-level interactions between the
two concepts. Essentially, the mutual attention module generates

mutually dependent representations of the query concept and the
anchor concept by enabling tokens from different sources to attend
to one another.

Given a type of heterogeneous interaction (𝛼, 𝛽), we extract two
matrices, Q ∈ R𝑙𝛼×𝑑 and V ∈ R𝑙𝛽×𝑑 , from a pre-trained language
model. Here, 𝑙𝛼 and 𝑙𝛽 are sequence lengths of 𝛼 and 𝛽 , respectively,
and 𝑑 is the dimension of the embedding vectors. To capture the
token-level interactions between 𝛼 and 𝛽 , we calculate the correla-
tion matrix W(𝛼,𝛽 ) ∈ R𝑙𝛼×𝑙𝛽 as follows:

W(𝛼,𝛽 ) = tanh(QU(𝛼,𝛽 )V⊤),

where U ∈ R𝑑×𝑑 is a learnable parameter matrix. Each element
𝑤𝑖, 𝑗 inW(𝛼,𝛽 ) represents the pairwise correlation score between
two tokens in 𝛼 and 𝛽 .

For each token in the term and/or definition of query concept 𝛼 ,
we calculate its importance weight 𝑔𝛼

𝑖
as the average of its correla-

tion scores with all tokens in 𝛽 . We perform the same operation on
𝛽 to obtain 𝑔𝛽

𝑗
:

𝑔𝛼𝑖 = Mean(𝑤𝑖,1,𝑤𝑖,1, . . . ,𝑤𝑖,𝑛),

𝑔
𝛽

𝑗
= Mean(𝑤1, 𝑗 ,𝑤2, 𝑗 , . . . ,𝑤𝑚,𝑗 ).
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(RAMA) module: RAMA takes a pair of concepts with their

textual descriptions and generates a relation-aware embed-

ding vector as output, capturing the token-level interactions

between the two concepts.

To incorporate the token-level interaction with the original se-
mantic information, we aggregate the original representations of 𝛼
and 𝛽 using these importance weights. Specifically, the importance
weights are normalized using the softmax function before we apply
a weighted sum on the original representations:

𝒓𝛼,(𝛽 ) = 𝒂𝛼Q, 𝒓𝛽,(𝛼 ) = 𝒂𝛽V, (1)

where 𝑎𝛼
𝑖
=

exp(𝑔𝛼
𝑖
)∑𝑙𝛼

𝑗=1 exp(𝑎𝛼𝑗 )
, 𝑎

𝛽

𝑖
=

exp(𝑔𝛽
𝑖
)∑𝑙𝛽

𝑗=1 exp(𝑎
𝛽

𝑗
)
.

3.1.1 Unification of Heterogeneous Token-level Interactions. RAMA
uses an independent parameter matrix, U(𝛼,𝛽 ) , to model each of the
twelve token-level interactions represented by 𝒓𝛼,(𝛽 ) and 𝒓𝛽,(𝛼 )

in Eq. (2). However, it is worth noting that the parent-child and
child-parent relationships are symmetric in nature. Thus, we apply a
Unification operation for these symmetric token-level interactions.
Unification is the process of sharing the parameter matrices of two
symmetrical token-level interactions through a unified operation.
In our final model, if Unification is not enabled, separate parameter
matrices are used to model 𝑋 𝑡

𝑞 ↔ 𝑋𝑑
𝑐 and 𝑋𝑑

𝑞 ↔ 𝑋 𝑡
𝑝 . However,

based on the experimental results shown in Table 2, we chose to
unify the attention matrices for symmetrical interactions in RAMA
to attain a more efficient and effective model.

3.2 Homogeneous Representation Generation

In RAMA, each type of textual component of a concept is initially
encoded using a pre-trained language model to generate its origi-
nal representations. However, to improve the performance of the
model, we have integrated two additional components: the relation-
aware mutual attention module and the code attention mechanism.
While the relation-aware mutual attention module focuses on iden-
tifying and modeling the heterogeneous interactions between the

tokens in the query’s textual component and those in its anchor
concepts, the code attention mechanism proposed in [6] is em-
ployed to reinforce the homogeneous interactions within the two
types of textual components of the concept itself. This allows the
model to effectively analyze and utilize both heterogeneous and
homogeneous interactions in the descriptive text to improve its
overall performance.

3.2.1 PLM-based Text Encoding. For an arbitrary concept vertex
𝑣 that represents any vertex from the set {𝑞, 𝑝, 𝑐, 𝑠1, 𝑠2}, the pre-
trained model takes both the term 𝑋 𝑡

𝑣 and definition 𝑋𝑑
𝑣 as input to

generate a semantic representation𝑫𝑣 . Aswe believe that terms and
definitions provide complementary information that tend to result
in a richer representation than using any part alone, we concatenate
them with special token [CLS] and [SEP] and then encode the
resulting input sequence using a pre-trained BERT model:

D𝑣 = BERT( [CLS]𝑋 𝑡
𝑣 [SEP]𝑋𝑑

𝑣 [SEP]) ∈ R𝑙𝑣×𝑑 ,

where 𝑙𝑣 is the length of combined input sequence, and 𝑑 is the
dimension of BERT representations. We choose DistilBERT [16] as
the pre-trained language model for SemEval2016 taxonomies, and
SciBERT [2] for the taxonomies in Graphine [10].

3.2.2 Code Attention. In order to improve the correlation between
the term and definition within a concept, we have adopted the
design of PolyEncoders [6] in RAMA. The method utilizes learnable
codes 𝒆1, 𝒆2, · · · , 𝒆𝑚 which are attended to the representation D𝑣

generated by the pre-trained language model. This results in a code
representation 𝑪𝑣 of size 𝑚 × 𝑑 , which captures the correlation
between the term and definition:

𝑎𝑖𝑒 𝑗 =
exp(𝒆 𝑗D𝑖,·

𝑣 )∑𝑙𝑣
ℎ=1 exp(𝒆 𝑗D

ℎ,·
𝑣 )

,

𝑪 𝑗,·
𝑣 =

𝑙𝑣∑︁
𝑖=1

𝑎𝑖𝒆 𝑗
D𝑖,·
𝑣 . (2)

For each concept, the code representation 𝑪𝑣 is created by incor-
porating information from its own term and definition. This rep-
resentation contains multiple aspects of the concept’s semantic
information from the homogeneous token-level interaction, specifi-
cally the correlation between the term and definition.

3.3 Scoring Module for Training and Inference

The scoring module has two encoders: Parent-child relation en-
coder and Sibling relation encoder. These encoders score the fitness
between the query 𝑞 and the candidate position 𝑢. Both encoders
take in the code representations from homogeneous token-level
interaction (see Eq. (2)) as well as the relation-aware mutual repre-
sentations from heterogeneous token-level interaction (see Eq. (1))
as inputs. The Parent-child relation encoder calculates the repre-
sentations of the parent-child relation between the query 𝑞 and the
candidate position 𝑢, and the Sibling relation encoder calculates the
representations of the sibling relation. The fitness score between 𝑞
and 𝑢 is then calculated based on these representations of the two
types of taxonomic relations.
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3.3.1 Parent-child relation encoder. The parent-child relation en-
coder module of RAMA is responsible for calculating the parent-
child relation representation for final scoring. This module uses a
two-layer Transformer architecture as the encoder. Given a query
concept 𝑞, its potential parent concept 𝑝 , and child concept 𝑐 , the
module aims to learn the parent-child relational representations
𝒉𝑝,𝑞 ∈ R𝑑 and 𝒉𝑞,𝑐 ∈ R𝑑 , respectively. The input to the encoder is
created by concatenating the code representations and the relation-
aware mutual representations of 𝑞, 𝑝 , and 𝑐 into a single sequence:

𝒉𝑝,𝑞 = Transformer ©«
𝑪⊤

𝑝 , 𝑪
⊤
𝑞 ,

⊕
𝛼∈X𝑞 ,𝛽∈X𝑝

[𝒓𝛼,(𝛽 )⊤, 𝒓𝛽,(𝛼 )⊤]

⊤ª®¬ ,

𝒉𝑞,𝑐 = Transformer ©«
𝑪⊤

𝑞 , 𝑪
⊤
𝑐 ,

⊕
𝛼∈X𝑞 ,𝛽∈X𝑐

[𝒓𝛼,(𝛽 )⊤, 𝒓𝛽,(𝛼 )⊤]

⊤ª®¬ ,

where both [·, ·] and
⊕

stand for concatenation, we set 𝒆𝐶𝐿𝑆 as a
learnable placeholder for downstream tasks. The function Trans-
former(·) incorporates a sinusoidal positional embedding to make
the input order sensitive. The transformer input is comprised of the
stacked the code representation 𝐶 and all relation-aware mutual
representations 𝒓𝛼,(𝛽 ) , 𝒓𝛽,(𝛼 ) . The output embeddings of the CLS
tokens are taken as 𝒉𝑝,𝑞 and 𝒉𝑞,𝑐 , which represent the parent-child
relation representation. To minimize the number of parameters, the
same transformer is used to encode 𝒉𝑝,𝑞 and 𝒉𝑞,𝑐 .

3.3.2 Sibling relation encoder. This module computes the sibling-
sibling relation representation for the final scoring. We use a two-
layer MLP to encode the sibling relation representation 𝒉𝑞,𝑠 ∈ R𝑑 .
The input for each concept is a concatenation of the first code
representation from Eq. (2) and their relation-aware mutual repre-
sentation:

𝒉𝑞,𝑠1 = MLP ©«
𝑪1,

𝑞 , 𝑪
1,
𝑠1 ,

⊕
𝛼∈X𝑞 ,𝛽∈X𝑠1

[𝒓𝛼,(𝛽 ) , 𝒓𝛽,(𝛼 ) ], |𝑪1,
𝑠1 − 𝑪1,

𝑞 |
ª®¬ ,

𝒉𝑞,𝑠2 = MLP ©«
𝑪1,

𝑞 , 𝑪
1,
𝑠2 ,

⊕
𝛼∈X𝑞 ,𝛽∈X𝑠2

[𝒓𝛼,(𝛽 ) , 𝒓𝛽,(𝛼 ) ], |𝑪1,
𝑠2 − 𝑪1,

𝑞 |
ª®¬ .

3.3.3 Scoring function. The final scoring function 𝑓 is computed
by assessing the compatibility between the query concept 𝑞 and
the candidate position 𝑢 using parent-child relation embeddings
and sibling relation embeddings. We combine all of these represen-
tations as the input to a two-layer MLP, and the output is the final
fitting score between the query and the candidate position. The
calculation is as follows:

𝑓 (𝑞,𝑢) = MLP
( [
𝒉𝑝,𝑞,𝒉𝑞,𝑐 ,𝒉𝑞,𝑠1 ,𝒉𝑞,𝑠2

] )
.

To avoid the need for additional labeled data, we utilize the
existing taxonomy T0 to generate self-supervised training data for
RAMA. During the training process, each concept 𝑣 ∈ V0 is treated
as a query concept. For each query concept 𝑞 and its corresponding
correct candidate position 𝑢 in the existing taxonomy, we construct
this pair as a positive example. Additionally, we constructed 𝑁

negative examples 𝑢∗ by randomly selecting adjacent concepts of 𝑞.
Each training batch is composed of N+1 pairs (one positive and N
negative), represented as B = {(𝑞𝑖 , 𝑢𝑖 , 𝑦𝑖 ) |𝑖 ∈ {1, · · · , |B|}}, where

#Concepts #Edges Depth
SemEval2016

SemEval-Sci 429 452 8
SemEval-Env 261 261 6
SemEval-Food 1,486 1576 8

Graphine
ARO 4,549 4,638 8
(Antibiotic Resistance Ontology)
ENVO 4,121 4,465 13
(Environment Ontology)
DOID 8,479 10,867 11
(Human Disease Ontology)

Table 1: Statistics of six taxonomy data sets.

𝑦𝑖 ∈ {0, 1} is the label for each training instance. The loss function
L is based on the cross-entropy of 𝑓 (𝑞,𝑢) as follows:

L = −
∑︁

(𝑞𝑖 ,𝑢𝑖 ,𝑦𝑖 ) ∈B
𝑦𝑖 log (𝑓 (𝑞𝑖 , 𝑢𝑖 )) + (1 − 𝑦𝑖 ) log (1 − 𝑓 (𝑞𝑖 , 𝑢𝑖 )) .

3.3.4 Selection of Heterogeneous Token-level Interactions. As shown
in Figure 2, a query concept has twelve possible heterogeneous
token-level interactions with its anchor concepts (parent, child,
and sibling). Our goal is to incorporate these interactions into our
proposed module, RAMA, to enhance the taxonomy completion
task. Theoretically, RAMA is able to encode any combination of
the twelve interactions. We employ the Selection operation to
minimize redundant information obtained from utilizing all twelve
interactions. Selection refers to the process of identifying a subset
of the twelve token-level interactions in order to reduce redundant
information that may negatively impact the performance of tax-
onomy completion task. In practice, we will choose four specific
types of token-level interactions out of the twelve based on the
results presented in Figure 5. Specifically, we will conduct exper-
iments with various types of interactions and select the types of
interactions that have positive impact.

Four types of interactions used by RAMA are:
(1) 𝑋 𝑡

𝑞 ↔ 𝑋𝑑
𝑐 : The interaction between the term of query con-

cept 𝑞 and the definition of its child concept 𝑐 .
(2) 𝑋𝑑

𝑞 ↔ 𝑋 𝑡
𝑝 : The interaction between the definition of query

concept 𝑞 and the term of its parent concept 𝑝 .
(3) 𝑋𝑑

𝑞 ↔ 𝑋𝑑
𝑠 : The interaction between the definitions of query

concept 𝑞 and its sibling concept 𝑠 .
(4) 𝑋 𝑡

𝑞 ↔ 𝑋 𝑡
𝑠 : The interaction between the terms of query con-

cept 𝑞 and its sibling concept 𝑠 .

4 EXPERIMENTS

Our proposed framework is evaluated on six real-world taxonomies.
The experiments aim to address three research questions (RQs):

• RQ1: Which token-level interactions would have a positive
or negative impact to enhance the performance of taxonomy
completion task?

• RQ2:How does the performance of RAMA compare to state-
of-the-art baselines in taxonomy completion?
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• RQ3:Which token-level interactions within the RAMA have
the most significant impact on the effectiveness of taxonomy
completion task?

4.1 Experimental Settings

4.1.1 Datasets. We evaluate the performance of taxonomy com-
pletion methods using six taxonomies from SemEval2016 [3] and
Graphine [10]. The statistics of these taxonomies are presented in
Table 1. The SemEval2016 includes three taxonomies in the domains
of environment, science, and food, while Graphine includes 227
taxonomies in the biomedical domain. To evaluate the effectiveness
of RAMA across domains, we select the Antibiotic Resistant Ontol-
ogy (ARO), Environment Ontology (ENVO), and Human Disease
Ontology (DOID) in our experiments. All concepts and definitions
included in these taxonomies are provided by human experts.

4.1.2 Baselines. On taxonomy completion task, we compared the
performance of RAMA with the following baseline methods:

• TMN [31]: It proposes a one-to-pair matching mechanism
as opposed to the one-to-one matching used in other meth-
ods. Additionally, it uses a channel-wise gating function to
enhance performance by regulating concept embeddings.

• GenTaxo [30]: This generation-based model encodes tax-
onomic relations into sentences and subgraphs to generate
concepts at valid positions in an existing taxonomy.

• TaxoEnrich [7]: It encodes pseudo-sentences using a pre-
trained language model to aggregate taxonomic relation
information from taxonomy-paths and siblings.

• QEN [24]: It utilizes text descriptions with a pre-trained lan-
guage model for concept representations and uses quadruple
evaluation to evaluate full taxonomic relations.

4.1.3 Implementation Details. In the implementation of RAMA,
the AdamW optimizer [12] is utilized for training the model. A
linear warm-up is applied with the learning rate linearly increasing
to 5e-5 in the first 10% of training steps. The model is trained for a
total of 100 epochs based on the validation loss. All experiments
were conducted on an NVIDIA RTX 3090 24GB GPU.

4.1.4 Evaluation Methods. We evaluate the performance of RAMA
and the baselines for taxonomy completion and expansion tasks
using several commonly used ranking metrics. Similarly, for the
taxonomy completion task, we adopt the evaluation methods used
in prior work [24, 30, 31] and report MRR, Precision and Recall as
evaluation metrics.

4.2 The Selection of Heterogeneous

Correlations (RQ1)

As mentioned in Figure 2, in this work, we consider a total of 12
heterogeneous token-level interactions related to the query concept
and the target taxonomy. In order to identify which interactions
have positive impacts on taxonomy enrichment tasks, we first apply
each individual interaction independently in our RAMA module.
The performance difference after adding each type of interaction is
shown in Figure 5.

The experimental results from the three Graphine taxonomies
revealed consistent observations. For clarity in the following text,
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Figure 5: Each heatmap shows the relative performance dif-

ference (in percentage) after adding a specific individual in-

teraction to the RAMA module. Red cells indicate positive

performance differences (i.e., MRR relative improvement)

while blue cells indicate negative performance differences.

According to the heatmap, the interactions of 𝑋𝑑
𝑞 ↔ 𝑋 𝑡

𝑝 ,

𝑋 𝑡
𝑞 ↔ 𝑋𝑑

𝑐 , 𝑋
𝑑
𝑞 ↔ 𝑋𝑑

𝑠 and 𝑋 𝑡
𝑞 ↔ 𝑋 𝑡

𝑠 are shown to have a posi-

tive influence on performance, while others have a negative

impact on the original model.

we use 𝑋 𝑡
𝑝 ↔ 𝑋𝑑

𝑐 to represent the parent term-child definition
relationship, which encompasses both 𝑋 𝑡

𝑞 ↔ 𝑋𝑑
𝑐 and 𝑋𝑑

𝑞 ↔ 𝑋 𝑡
𝑝 .

Furthermore, to standardize, we use 𝑋 𝑡
𝑠 ↔ 𝑋 𝑡

𝑠 to represent the
sibling term relationship 𝑋 𝑡

𝑞 ↔ 𝑋 𝑡
𝑠 , and 𝑋𝑑

𝑠 ↔ 𝑋𝑑
𝑠 to represent the

sibling definition relationship 𝑋𝑑
𝑞 ↔ 𝑋𝑑

𝑠 .
The 𝑋 𝑡

𝑝 ↔ 𝑋𝑑
𝑐 and 𝑋𝑑

𝑠 ↔ 𝑋𝑑
𝑠 interactions significantly con-

tributed to the performance. Compared to𝑋 𝑡
𝑝 ↔ 𝑋𝑑

𝑐 and𝑋𝑑
𝑠 ↔ 𝑋𝑑

𝑠 ,
the 𝑋 𝑡

𝑠 ↔ 𝑋𝑑
𝑠 interaction showed a slight but consistent improve-

ment across all taxonomies. On the other hand, the other interac-
tions mentioned in Figure 5 had a negative impact on the perfor-
mance of the taxonomy completion task. This suggests that the
token-level interactions in these other interactions do not have
strong correlations to the taxonomy completion task and provide
redundant information to the model. So, we include 𝑋 𝑡

𝑝 ↔ 𝑋𝑑
𝑐 ,

𝑋𝑑
𝑠 ↔ 𝑋𝑑

𝑠 and 𝑋 𝑡
𝑠 ↔ 𝑋𝑑

𝑠 interactions in the final RAMA model.

4.3 Performance on Taxonomy Completion

(RQ2)

In our experiments, we compare the performance of our RAMA
model to all the baseline models mentioned in Section 4.1.2. We
present the experimental results on six SemEval and Graphine
datasets for the taxonomy completion task. As shown in Table 2,
RAMA consistently achieves the state-of-the-art performance on
all six benchmarks for both tasks. We have three main observations
as follow:

First, the performance of GenTaxo was significantly worse than
the other baselines. Because it did not have access to the set of
emerging concepts, causing low-quality generated concepts. These
concepts negatively affected its performance, indicating that the
terms of emerging concepts contain valuable taxonomic relation
information.

Second, QEN and TaxoEnrich were the top-performing baseline
methods. They used pre-trained language models to encode the
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Dataset ARO ENVO DOID

Metric MRR Precision Recall MRR Precision Recall MRR Precision Recall

TMN[31] 43.1 18.5 14.2 46.7 21.2 18.4 48.1 23.6 21.4
GenTaxo[30] - 11.5 8.9 - 12.9 9.6 - 12.4 9.3
TaxoEnrich[7] 43.7 18.9 14.5 47.1 20.8 21.3 49.6 24.2 22.8

QEN[24] 43.3 19.2 14.8 48.3 22.9 22.1 50.2 24.5 23.1

Unification Selection MRR Precision Recall MRR Precision Recall MRR Precision Recall

RAMA

- - 42.1 18.7 13.6 44.8 18.6 17.9 45.7 20.8 19.2
! - 41.5 17.5 11.6 43.3 18.9 16.7 46.9 22.1 20.6
- ! 44.8 20.1 15.3 48.3 23.8 22.7 49.6 25.1 22.6
! ! 45.6 20.5 15.1 49.2 24.3 23.2 50.8 25.6 23.9

Dataset SemEval16-Env SemEval16-Sci SemEval16-Food

Metric MRR Precision Recall MRR Precision Recall MRR Precision Recall

TMN[31] 34.2 17.4 16.1 32.9 18.1 16.8 31.2 17.1 13.5
GenTaxo[30] - 9.6 10.1 - 7.4 8.7 - 7.9 9.2
TaxoEnrich[7] 36.7 19.8 18.6 34.2 18.5 16.7 34.2 17.6 14.3

QEN[24] 36.2 20.1 18.2 35.9 20.1 17.4 34.9 18.3 14.9

Unification Selection MRR Precision Recall MRR Precision Recall MRR Precision Recall

RAMA

- - 33.1 15.8 17.1 33.5 18.8 17.1 31.9 17.4 13.6
! - 33.6 16.5 16.6 33.2 18.9 16.3 32.1 17.1 13. 9
- ! 36.2 20.1 18.6 36.9 20.1 18.4 35.1 18.3 14.6
! ! 36.9 20.5 18.9 37.8 20.9 19.7 35.6 18.8 15.1

Table 2: Performance on taxonomy completion: Bold for the highest among all. Underlined for the best baseline. All metrics

presented in percentages (%). The MRR of GenTaxo [30] is not available since it generates the term for candidate positions

instead of a ranking list for potential parents. The results also demonstrate the effectiveness of the interaction Selection and

mutual attention Unification operations for parent-child relationship and child-parent relationship.

textual contents, in order to better learn and extract useful infor-
mation. QEN performed better than TaxoEnrich in the majority of
datasets (4 out of 6), indicating that the definition of concepts in
QEN includes more useful taxonomic relation information than the
pseudo-sentences used in TaxoEnrich.

Last, our proposed module, RAMA, achieved the best results on
all benchmarks and outperformed previous state-of-the-art models
in all metrics. Specifically, on the ENVO dataset, RAMA outper-
formed the best baseline model, QEN, by 1.9%, 6.1%, 5.0% on MRR,
precision, recall metrics, respectively. This superior performance
is attributed to the method’s ability to capture taxonomic relation
information through the aggregation of heterogeneous and homo-
geneous token-level interactions. This information leads to better
performance on all the datasets.

4.4 Ablation Study (RQ3)

We conducted an ablation study on the six datasets mentioned
above to further verify the effectiveness of these three types of
token-level interactions (𝑋 𝑡

𝑝 ↔ 𝑋𝑑
𝑐 , 𝑋 𝑡

𝑠 ↔ 𝑋 𝑡
𝑠 and 𝑋𝑑

𝑠 ↔ 𝑋𝑑
𝑠 )

modeled by RAMA. We created variants of RAMA by removing
specific token-level interaction from its input.

As shown in Table 3, in experiments on three Graphine datasets,
removing any token-level interaction harms RAMA’s performance.

This proves that all three types of interaction provide additional
information that is useful to taxonomy expansion and taxonomy
completion. Our observations are as follows:

First, removing 𝑋𝑑
𝑠 ↔ 𝑋𝑑

𝑠 leads to the most significant decrease
in performance across all metrics. This indicates the definition of
the potential sibling concept plays the most critical role in identi-
fying the position of the query concept. In comparison to the full
model on the ARO dataset, the absence of interaction between sib-
ling definitions decreases MRR, Precision, and Recall for taxonomy
completion by 4%, 9%, and 5%, respectively. The significance of the
interaction between sibling definitions is also supported by Fig-
ure 5, which shows that incorporating only token-level interaction
between sibling definitions results in the greatest improvement for
both taxonomy enrichment tasks.

Second, the parent-child relationship 𝑋 𝑡
𝑝 ↔ 𝑋𝑑

𝑐 has the second
significant contribution to RAMA’s performance. Removing the
token-level interaction between the query concept with its potential
parent and child concepts leads to a non-negligible deterioration
on all datasets.

Lastly, removing the 𝑋 𝑡
𝑠 ↔ 𝑋 𝑡

𝑠 interaction also decreases perfor-
mance of RAMA to a small intent. For instance, the RAMA variant
without 𝑋 𝑡

𝑠 ↔ 𝑋 𝑡
𝑠 input exhibits only a slight decrease (approx-

imately 0.5 points lower than the full model) in both MRR and
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Dataset ARO ENVO DOID

Metric (Taxonomy Completion)

MRR Precision Recall MRR Precision Recall MRR Precision Recall

𝑋 𝑡
𝑝 ↔ 𝑋𝑑

𝑐 𝑋 𝑡
𝑠 ↔ 𝑋 𝑡

𝑠 𝑋𝑑
𝑠 ↔ 𝑋𝑑

𝑠

RAMA

! ! - 43.8 18.7 14.2 47.4 21.5 21.8 49.3 23.6 22.4
- ! ! 44.6 19.8 14.7 48.1 23.1 22.3 49.6 24.7 22.8
! - ! 45.1 20.1 14.9 48.6 23.8 22.9 50.1 25.1 23.3
! ! ! 45.6 20.5 15.1 49.2 24.3 23.2 50.8 25.6 23.9

Table 3: An evaluation of the impact of token-level interactions on the performance of RAMA through an ablation study. The

results show that parent term (𝑋 𝑡
𝑝 ↔ 𝑋𝑑

𝑐 ) and sibling definition information (𝑋𝑑
𝑠 ↔ 𝑋𝑑

𝑠 ) are both valuable for the taxonomy

completion task, with a minimal difference in performance between removing either interaction. While the sibling term

interaction (𝑋 𝑡
𝑠 ↔ 𝑋 𝑡

𝑠 ) has a limited impact on overall performance, it is still important to include it in the full model.

precision on the ARO dataset. Moreover, it only exhibits a minimal
decrease of 0.2 compared to the recall of the full model. This aligns
with Figure 5 in which the interaction between 𝑋 𝑡

𝑞 and 𝑋 𝑡
𝑠 displays

the smallest improvement among all selected interactions.

5 RELATEDWORK

5.1 Taxonomy Expansion and Completion

In the field of taxonomy expansion, several works have been pro-
posed to place emergent concepts in appropriate positions within
seed taxonomies. Aly et al. used hyperbolic embeddings to re-
fine existing taxonomies [1]. Fauceglia et al. proposed a hybrid
approach combining linguistic patterns, semantic web, and neural
networks [5]. Manzoor et al. incorporated implicit edge seman-
tics in the representation of concepts [15]. Shen et al. proposed a
position-enhanced graph neural network to leverage neighborhood
information [19]. Ma et al. extended this framework to hyperbolic
space [14]. Yu et al. applied a mini-path-based classifier using dis-
tributional, contextual, and lexical-syntactic features [29]. Liu et
al., Wang et al. and Takeoka et al. proposed various methods to
enhance taxonomy expansion by using pre-trained language mod-
els [11, 20, 23]. Liu et al. used definition and taxonomy-paths to
capture taxonomic relation information. Wang et al. proposed a
novel ego-tree structure to fully capture taxonomic relation in-
formation. Takeoka et al. focused on addressing the problem in
low-resource settings.

Taxonomy completion task generalized the expansion task to
non-leaf concepts via finding both the parent and the child for the
query concept. Zhang et al. proposed a channel-wise gating func-
tion and neural tensor networks as matching modules [31]. Jiang
et al. used pseudo sentences to aggregate taxonomic relation infor-
mation from taxonomy-paths and sibling concepts [7]. Wang et al.
used text descriptions and pre-trained language models to learn
the representations of both existing concepts and emergent con-
cepts [24]. In contrast to ranking-based methods, Zeng et al. used a
generative model to generate the query concept to be added [30].

5.2 Multi-Source Attention

A related line of work to the techniques used in our model is multi-
source attention, in which features from multiple sources of input
interact with each other to boost mutual information. A major

group of work in this area is in the question answering domain,
where representations of the question and the candidate answer (or
the evidence context) mutually attend to each other to fuse infor-
mation from both directions. An early example of this is given by
Santos et al. [17], who used a pooling layer on a two-way attention
module to extract the most important features for decision making.
Other approaches aimed to reduce information loss by using multi-
source attention weights to obtain co-dependent representations.
For example, Seo et al. [18] and Yu et al. [28] performed bidirec-
tional attention flow between the query and context to produce
query-aware context representations and context-aware query rep-
resentations. This kind of multi-source attention mechanism can
also be extrapolated to other tasks that involve multiple sources
of input. For example, in network embedding learning, the input
sources can be text descriptions for different nodes [22]. And in
multi-modality settings, the input sources can be visual features
(extracted from images or videos) and textual features (questions,
captions, comments, etc.), as mentioned in visual question answer-
ing [13] and multi-modal text generation approaches [25, 33].

6 CONCLUSIONS

In this paper, we investigated twelve types of relational interactions
in a hierarchical structure and found that only three or four of them
are beneficial for the taxonomy completion task. We proposed
RAMA that improved relational token-level interactions among the
terms and definitions in concepts for the taxonomy completion task
by learning these types of interactions through a relational mutual
attention mechanism. Our experimental results demonstrated that
RAMA achieved state-of-the-art performance on six real-world
taxonomies.
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