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ABSTRACT
Graph neural networks (GNNs) have emerged as a powerful ap-
proach for solving many network mining tasks. However, efficiently
utilizing them on web-scale data remains a challenge despite related
advances in research. Most recently proposed scalable GNNs rely
on an expensive recursive message-passing procedure to propagate
information through the graph. We circumvent this limitation by
leveraging connections between GNNs and personalized PageRank
and we develop a model that incorporates multi-hop neighborhood
information in a single (non-recursive) step. Our work-in-progress
approach PPRGo is significantly faster than multi-hop models while
maintaining state-of-the-art prediction performance. We demon-
strate the strengths and scalability of our approach on graphs orders
of magnitude larger than typically considered in the literature.
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1 INTRODUCTION
Graphs are a natural way of representing a wide variety of real-life
data from sociology, biology, finance, and many other domains.
Recently, traditional graph mining techniques [9, 19] have given
way to approaches based on (deep) graph neural networks (GNNs)
[4, 6, 56, 61, 62] since these show superior performance on a wide
variety of network mining tasks including: semi-supervised node
classification [23, 28, 49], link prediction [5, 29, 60], community

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
MLG ’19, August 05, 2019, Anchorage, AK
© 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 978-1-4503-9999-9/18/06. . . $15.00
https://doi.org/10.1145/1122445.1122456

detection [12, 27, 45], graph classification/regression [20, 40, 57],
and graph-based recommendation [38, 59].

Following the success of GNNs on academic datasets, there has
been increasing interest in scaling up these methods to large graphs
[10, 11, 18, 23, 25, 43, 59]. While some advances towards scalable
GNNs have been made there are still many open questions. In par-
ticular, the scalability of most methods has been demonstrated on
graphs smaller than 250K nodes, while in practice we are interested
in graphs with (tens of) billions of nodes and edges. Ying et al. [59]
is the only work that demonstrates scalability on web-scale graphs
of such orders of magnitude. Their focus, however, is on using
GNNs for recommendation, while our focus is on scalable node
classification. To capture multi-hop neighborhood information their
model utilizes an expensive message-passing procedure which is
inherently less scalable compared to our approach. Moreover, their
model was run on a single machine, while our approach leverages
distributed training for further scalablity.

In this paper, we leverage connections between GNNs and per-
sonalized PageRank [1, 26] to develop a model that incorporates
important neighborhood information without explicit message-
passing. Xu et al. [58] and Li et al. [33] study some of these connec-
tions and show that the influence of a node i on all other nodes for
a k-layer GNN is proportional in expectation to a (modified) k-step
random walk distribution of random walks starting at node i . As
the number of layers k increases we lose focus of the local neigh-
borhood of a given node and in the limit of an infinitely deep GNN
we converge to the stationary distribution of the respective Markov
chain making the final representations identical for all nodes. Thus,
stacking many graph convolution layers leads to over-smoothing,
which makes the representations indistinguishable and prevents
learning. Note that in practice we observe the over-smoothing ef-
fect after only a few layers [30] as evidenced by the sharp decline in
performance with additional layers on common benchmark graphs.

The PPNP model proposed by Klicpera et al. [30] alleviates this
issue by utilizing a propagation scheme based on personalized
PageRank. Their approach is able to achieve state-of-the-art classi-
fication performance by balancing the preservation of information
from the local neighborhood and from the extended (multi-hop)
neighborhood of a given node. However, since they explicitly per-
form a variant of power iteration during both training and inference
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this approach does not easily scale to large graphs. The method we
propose here adapts the propagation scheme of PPNP and scales to
graphs with billions of nodes. Specifically, we utilize the (strong)
localization properties [21, 39] of personalized PageRank vectors
for real-world graphs which can be readily approximated with
sparse vectors and efficiently pre-computed in a distributed manner
[3]. Using these sparse pre-computed approximations we avoid ex-
plicitly performing the expensive power iteration procedure, while
maintaining the influence of the relevant nodesmultiple hops away.

2 RELATEDWORK
2.1 (Scalable) Graph Neural Networks
Graph neural networks (GNNs) were first proposed in Gori et al.
[22] and Scarselli et al. [44] and have since emerged as a powerful
approach for solving many network mining tasks [7, 13, 14, 20,
23, 28, 32, 34, 44, 49]. Many of the proposed methods approach
the problem by defining a notion of a graph convolution and can
be roughly categorized into spectral- and spatial-based methods.
Spectral-based graph convolutional networks (GCNs) [7, 14, 28,
32] utilize variants of the graph Laplacian matrix, which captures
important properties of the graph and has been extensively studied
in the fields of spectral graph theory [7] and graph signal processing
[46]. On the other hand, spatial-based methods [13, 18, 20, 23, 37,
40, 44, 49] define the learnable filters in the domain of the nodes,
where the convolution takes the form of an aggregation (often
averaging) of the representations of a given central node and the
representations of its neighbors.

Most graph neural networks do not scale well to large graphs
since they typically need to perform a recursive neighborhood ex-
pansion to compute the hidden representations of a given node.
While several approaches have been proposed to improve the effi-
ciency of graph neural networks [10, 11, 18, 23, 25, 43, 55, 59], the
scalability of GNNs to massive (web-scale) graphs is still under-
studied. Ying et al. [59] is the only work that demonstrates an
approach that is applicable in practice, providing results on a graph
with 3 billion nodes and 18 billion edges. The largest graphs con-
sidered by most of the scalable approaches are several orders of
magnitude smaller (under 250K nodes).

Some scalability is achieved in Hamilton et al. [23] by sampling
a fixed number of nodes from the k-hop neighborhood of a given
node. Ying et al. [59] alleviate some limitations of this approach
(e.g. needing to store the entire graph) by creating a sub-graph that
contains only the given central nodes and their neighbors sampled
according to an importance score. This score can be seen as an
approximation of the standard (non-personalized) PageRank score,
however the number of random walks required to achieve a good
approximation is relatively high [16] making it a suboptimal choice
in practice. Similarly, other scalable approaches [18, 43, 59] utilize
a sampled sub-graph to tackle issues of limited (GPU) memory.

Gao et al. [18] collect the representations from a node’s neigh-
borhood into a matrix, sort independently along each column (each
feature), and use the k largest entries as input to a 1-dimensional
CNN. Chen et al. [10] directly sample the receptive field for each
layer using importance sampling. They assume that the nodes of
the input graph are i.i.d. samples of a possibly infinite graph under
a given probability distribution. Chen et al. [11] use the historical

activations of the nodes as a control variate and limit the recep-
tive field to the 1-hop neighborhood. Huang et al. [25] propose
an adaptive sampling strategy with a trainable sampler per layer.
Sato et al. [43] propose a constant time approximation algorithm
(independent of the number of nodes, edges, and neighbors) for
inference and gradient computation of a GNN and give theoretical
guarantees in terms of the approximation error. Nonetheless, all of
these approaches rely on a multi-hop message-passing procedure
which limits their scalability.

Buchnik and Cohen [8] propose (normalized Laplacian) feature
propagation which can be viewed as a simplified linearized GNN.
They perform graph-based smoothing as a preprocessing step (be-
fore learning) to obtain diffused node features which are then used
to learn a simple logistic regression classifier to predict the node
labels. Wu et al. [55] propose an equivalent simple graph convo-
lution (SGC) model and show that it scales to large graphs while
achieving performance comparable to less scalable state-of-the-art
GNNs. Specifically, the node features are diffused by multiplication
with the k-th power of the normalized adjacency matrix. However,
often the node features are high dimensional making the prepro-
cessing step computationally expensive. More importantly, while
the node features are typically sparse the obtained diffused features
become denser, which significantly reduces the efficiency of the
subsequent learning step. Both of these approaches are a special
case of the PPNP model [30] which experimentally shows higher
classification performance [15, 30].

2.2 (Approximate) Personalized PageRank
PageRank and its many variants [1, 26, 52] have been extensively
studied in the literature. In the context of this workwe are interested
in efficient and scalable algorithms for computing (an approxima-
tion) of personalized PageRank, and given the broad applicability
of PageRank many such algorithms have been developed. Ran-
dom walk sampling [16] is a common technique for approximating
(personalized) PageRank. While this method is simple to imple-
ment, unfortunately in order to guarantee at most ϵ absolute error
with probability of 1 − 1/n the number of random walks required
is O( lognϵ 2 ). Forward search [3] and backward search [2] can be
viewed as deterministic variants of the random walk sampling
method where given a starting configuration the PageRank scores
are updated by traversing the out-links (respectively, in-links) of
the nodes. The approach based on Gauss-Southwell used in Gleich
et al. [21] can also be considered as a variant of forward search.

More recent approaches [35, 50, 51] combine these basic tech-
niques to create algorithms with enhanced guarantees. For exam-
ple Wei et al. [54] propose the TopPPR algorithm combining the
strengths of random walks, forward search, and backward search
simultaneously. They are able to compute the top k entries of a
personalized PageRank vector up to a user specified precision using
a filter-refinement paradigm. Another family of approaches [17] are
based on the idea of maintaining upper and lower bounds on the
PageRank scores which are then used for early termination with cer-
tain guarantees. For this work we adapt the approach by Andersen
et al. [3] since it offers a good balance of scalability, approximation
guarantees and ease of (distributed) implementation.
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3 MODEL
3.1 GNNs and Message-Passing
Many proposed GNN models can be analyzed using the message-
passing framework proposed by Gilmer et al. [20] or other similar
frameworks [4, 56]. Typically, the computation is carried out in two
phases: (i) messages are propagated along the neighbors; and (ii)
the messages are aggregated to obtain the updated representations.
At each layer transformation of the input (e.g. linear projection plus
a non-linearity) is coupled with aggregation/propagation among
the neighbors (e.g. averaging). Crucially, computing the hidden
representation for a given node requires considering its neighbors,
and the neighbors in turn have to consider their own neighbors and
so on. This process leads to a recursive neighborhood expansion
growing with each additional layer.

Yet increasing the number of layers is desirable since: (i) it allows
the model to incorporate information from more distant neighbors;
and (ii) enables hierarchical feature extraction and thus learning
richer node representations. However, this has both computational
and modelling consequences. First, the recursive neighborhood
expansion at each layer coupled with the small diameter [53] of real-
world graphs means that to produce the output at the final layer for
a single node we have to propagate messages on almost the entire
graph. For large graphs necessarily stored (shared) on multiple
machines gathering the required neighboring information requires
many expensive remote procedure calls (RPCs). Second, it has been
shown [33, 58] that naively stacking multiple layers may lead to
over-smoothing, which results in poor predictive performance.

To tackle both of these challenges Klicpera et al. [30] suggest to
decouple the feature transformation from the propagation. Predic-
tions are first generated (e.g. with a neural network) for each node
utilizing only that node’s own features, and then propagated using
an adaptation of personalized PageRank. Specifically, the output of
their PPNP model is defined as:

Z = softmax
(
ΠsymH

)
, Hi ,: = fθ (xi ) (1)

where Πsym = α(In − (1 − α)Ã)−1 is a symmetric propagation
matrix, Ã = D−1/2AD−1/2 is the normalized adjacency matrix with
added self-loops, α is a teleport (restart) probability, H collects the
individual per-node predictions for all nodes, and Z collects the
final predictions after propagation. The local per-node predictions
Hi ,: are generated by a neural fθ that processes the features xi of
every node i independently. The responsibility for learning good
representations is delegated to fθ , while Πsym ensures that the
representations are smoothly changing w.r.t. the graph.

Because directly calculating the dense propagation matrix Πsym

in Eq. 1 is inefficient, the authors propose to use a variant of power it-
eration to compute the final predictions instead. Unfortunately, even
a moderate number of power iteration evaluations (e.g. Klicpera
et al. [30] used K = 10 to achieve a good approximation) is prohibi-
tively expensive for large graphs. Moreover, despite the fact that Ã
is sparse, graphs beyond a certain size cannot be stored in memory.

3.2 Personalized PageRank and Localization
In contrast to PPNP our model uses the personalized PageRank
matrixΠppr = α(In−(1−α)D−1A)−1 to propagate information since
it is more amenable to efficient approximation [2, 3, 16, 17, 21, 35,
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Figure 1: An illustration of ourmodel PPRGo. For each node
i first we pre-compute an approximation of its personalized
PageRank vector π (ϵ )(i). The approximation is computed ef-
ficiently and in parallel using a distributed batch data pro-
cessing pipeline. The final prediction zi is then generated as
a weighed average of the local (per-node) predictions Hj ,: =
fθ (x j ) for the top k nodes with largest personalized PageR-
ank score π (i)j . To train the model fθ (·) that maps node at-
tributes xi to local predictionsHi we only need the personal-
ized PageRank vectors of the training nodes and attributes
of the their respective top k nodes. The model is trained in a
distributed manner on multiple batches of data in parallel.

50, 51, 54]. Here each row π (i) := Π
ppr
i ,: is equal to the personalized

(seeded) PageRank vector of node i . When the network is strongly
connected, π (i) is non-zero for all nodes. Nevertheless, we can
obtain a good approximation of π (i) by truncating small elements
to zero because of its (strong) localization behavior [3, 21, 39].

Gleich et al. [21] obtain a sparse approximation with accuracy
guarantees using theGauss-Southwell coordinate relaxationmethod.
Andersen et al. [3] show that π (i) can be weakly approximated with
a low number of non-zero entries using a scalable algorithm that
applies a series of push operations which can be executed in a dis-
tributed manner. Intuitively, the above results indicate that most
of the probability mass in the personalized PageRank vectors π (i)
is localized on a small number of nodes, and that we can approxi-
mate π (i) with a sparse vector, which in turn means that we can
approximate Πppr with a sparse matrix.



MLG ’19, August 05, 2019, Anchorage, AK Bojchevski et al.

3.3 The PPRGo Model
The definition of our model is motivated by: (i) the insights from
Sec. 3.1, namely that we can decouple the feature transformation
from the information propagation, and (ii) the insights from Sec.
3.2, namely that we can approximate Πppr with a sparse matrix.
Analogous to Eq. 1 we define the final predictions of the model (see
overview of the model in Fig. 1).:

Z = softmax
(
Π(ϵ )H

)
, Hi ,: = fθ (xi ) (2)

where Π(ϵ ) is a sparse approximation of Πppr, which we obtain by
adapting the push-flow algorithm described in Andersen et al. [3].
To enable further scalability we truncate Π(ϵ ) to contain only the
top k largest entries for each row. That is, for each node i we only
consider the set of nodes with top k largest scores according to π (i).
Focusing on the predictions for a given node i we have:

zi = softmax
( ∑
j ∈Nk (i)

π (ϵ )(i)jHj

)
(3)

where Nk (i) enumerates the indices of the top k largest non-zero
entries in π (ϵ )(i). Eq. 3 highlights that we only have to consider a
small number of other nodes to compute the final prediction for
a given node. Furthermore, this definition allows us to explicitly
trade-off scalability and performance by increasing/decreasing the
number of neighbors k we take into account. We can achieve a
similar trade-off by increasing/decreasing the threshold ϵ .

In contrast to the PPNP model, a big advantage of PPRGo is that
we can pre-compute the sparse matrix Π(ϵ ) once before we start
training. During training and inference we can then compute the
predictions in O(k) time, where k ≪ N , and N is number of nodes.
Better still, since for training we only require the rows of Π(ϵ )

corresponding to the training nodes we can delay the computation
of remaining rows, and furthermore, we only need to compute the
predictions fθ (xi ) of the training nodes’ top-k neighbors. More
importantly, our model lends itself nicely to batched computation.
E.g. for a batch of nodes of size b we have to load in memory the
features of at most b · k nodes. In practice, this number could also
be smaller than b · k since the nodes that appear in Nk (i) overlap
for the different nodes in the batch.

To compute the approximations of the personalized PageRank
vectors π (ϵ ) we adapt the method proposed by Andersen et al.
[3]. Instead of carrying out push-flow iterations until convergence,
we perform a fixed number of iterations, and drop nodes whose
residual score is below a specified threshold ϵ in each iteration.
Additionally, we truncate nodes with a very large degree (≥ 10000)
by randomly sampling their neighbors. The above modifications
proved to be just as effective as Andersen et al. [3]’s method while
being significantly faster in terms of runtime.

3.4 Effective Neighborhood, α and k
From the definition of the personalized PageRank matrix Πppr =
α(In − (1 − α)D−1A)−1 we can observe that the hyper-parameter
α controls the amount of information we are incorporating from
the neighborhood of a node. Namely, for values of α close to 1 the
random walks return (teleport) to the node i more often and we are
therefore placing more importance on the immediate neighborhood

of the node. As the value of α decreases to 0 we instead give more
and more importance to the extended (multi-hop) neighborhood of
the node. Intuitively, the importance of the k-hop neighborhood is
proportional to (1 − α)k . Note that the importance that each node
assigns to itself (i.e. the value of π (i)i ) is typically higher than the
importance it assigns to the rest of the nodes.

In contrast to the message-passing framework, where in order
to incorporate information from the extended neighborhood we
have to add additional layers – thereby significantly increasing the
computational complexity – in our model we can simply modify
the teleport probability α . In conjunction with α , we can modify
the number of k largest entries we consider to increase or decrease
the size of the effective neighborhood. Alternatively, instead of con-
sidering the top k nodes for a fixed value of k we could adaptively
choose k for every node i such that a given fraction of the probabil-
ity mass from π (i) (e.g. 90%) is accounted for. However, this would
prevent us from batching the computation for several nodes using
efficient matrix multiplication routines. Therefore, we use a fixed
value of k since it has computational benefits while maintaining
similar predictive performance to adaptive k .

3.5 Distributed Training
In contrast to most previously proposed methods [23, 55, 59] we
utilize distributed computing techniques which significantly re-
duces the overall runtime of our method. Our model is trained
in two stages: First, we pre-compute the approximated personal-
ized PageRank vectors, and second, we train the model parameters
with stochastic gradient descent. Both stages are implemented in
a distributed fashion. For the first stage we use an efficient batch
data processing pipeline [31] similar to MapReduce. Since we can
compute the PageRank vectors for every node in parallel our im-
plementation effortlessly scales to graphs with billions of nodes.
Moreover, we can a priori determine the number of iterations we
need for achieving a desired approximation accuracy [3, 21] which
in term means we can reliably estimate the runtime beforehand.

We implement PPRGo in Tensorflow and optimize the parame-
ters with distributed stochastic gradient descent. Specifically, the
model parameters are stored on a parameter server (or several pa-
rameter servers depending on the model size) and multiple workers
process the data in parallel. We use asynchronous training to avoid
the communication overhead between many workers. Each worker
fetches the most up-to-date parameters and computes the gradients
for a mini-batch of data independently of the other workers.

3.6 Homophily and Model Limitations
Recall that we compute the representation of a given node as a
weighted average of the representations of the nodes in its neighbor-
hood where the weights are non-negative and (mostly) decreasing
as we move away from the central node. This implies that the (final)
learned representations for a node and its neighbors will be similar.
This property of our model can be helpful or detrimental depend-
ing on whether the network exhibits homophily. The homophily
principle [36] – birds of a feather flock together – in the context of
node classification on graphs can be understood as the tendency
of nodes that belong to the same class to form edges. That is, the
higher the homophily in the network, the higher the ratio of edges
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between nodes of the same class. Therefore, in networks with high
homophily the learned representations will be tend to be similar
for nodes that belong to the same class making the classification
problem easier.

Alternatively, in networkswith heterophily nodes between differ-
ent classes tend to form edges. In this case, increasing the similarity
between the representations of a node and its neighbors makes the
classification problem more difficult. Fortunately, in most graphs
the edges are indeed formed based on the principle of homophily.
The homophily assumption is a limitation of our model. However,
pragmatically one could simply check whether this assumption
holds by estimating the rate of homophily using the labeled nodes.

4 EXPERIMENTS
Since this is a work-in-progress paper we present some initial ex-
periments that provide a proof-of-concept, validate the proposed
approach, and prompt us to further study PPRGo in the future.

4.1 Datasets
Most previously proposed approaches that focus on scalability and
tackle the semi-supervised node classification task are evaluated on
a small set of publicly available benchmark datasets [10, 11, 18, 23,
25, 43, 55]. The size of these common datasets in terms of number
of nodes and edges in the graph is relatively small, with the Reddit
graph (233K nodes, 11.6M edges) [23] being the largest.

In addition to the common benchmark datasets Wu et al. [55]
also evaluate their approach on two other larger graphs, namely the
Twitter user geolocation datasets: Twitter-US (0.45M nodes, 37.45M
edges, 0.26M node features) [42], and Twitter-World (1.39M nodes,
3.39M edges, 0.12M node features) [24, 41]. The task is to infer
the location of Twitter users based on the content of their Tweets
and the information from their neighbors in a semi-supervised
fashion given the ground-truth locations for some of the users.
The graphs were extracted by Rahimi et al. [41] such that two
users are connected if one mentions the other, or they co-mention
another user. The node features for each user are a bag-of-word
representation of the text in their tweets. Investigating the Twitter-
World dataset we notice that around 70% of the nodes in the graph
have only a self-loop and no other edges towards any other nodes.
This means that this dataset does not have any meaningful graph
structure and its usefulness for evaluating the performance of GNNs
is limited. Therefore, we evaluate our approach only on Twitter-US.

To facilitate the development of scalable graph neural networks
methods we create two new datasets. The first dataset is a citation
graph based on the Open Academic Graph (OAG) where the nodes
are papers and the edges denote references between them. The
node features correspond to a bag-of-words representation of their
abstracts. The OAG is generated by linking two large academic
graphs: Microsoft Academic Graph (MAG) [47] and AMiner [48].
Similarly, we create the second dataset which is a co-authorship
graph.We augmented both of these graph with "ground-truth" node
labels corresponding to the field of study of the papers/authors
respectively. We extract the node labels semi-automatically by first
mapping the publishing venues (conferences and journals) to a field
of study. The resulting graphs are few orders of magnitude larger
then the commonly used benchmark graphs. We will release these

2 4 8 16 32 64 128
number of neighbors k

0.3

0.4

ac
cu

ra
cy

@
16

1

Figure 2: The average change in accuracy@161 on the
Twitter-US dataset as we increase the number of neighbors
(topk largest entries inπ (ϵ )) we use to compute Eq.3. The dot-
ted line shows the performance of the previous SOTA [41].

datasets, including detailed description of the graph construction
and node labelling process, as well as performance evaluations of
PPRGo and other baselines in an updated version of the paper.

4.2 Scalability vs. Performance Trade-off
The number of top-k nodes we are considering when aggregating
the individual predictions for each node is an important hyper-
parameter (see Eq.3). To examine its effect on the performance of
PPRGo we train our model on the Twitter-US graph for different
values of k . We set the value of the teleport parameter α = 0.25,
and the approximation threshold ϵ = 10−5. We randomly sample
1% of the total number of nodes for training and additional 1%
of nodes for validation (in contrast to e.g. Wu et al. [55] which
use 95.5% of nodes for training and 2.2% for validation) since the
sparsely labelled scenario is more relevant in practice. We repeat
the experiment three times and report the average performance. As
in previous works [41, 55] we evaluate the accuracy@161 which
shows the accuracy of predicting the location of a user within
161km (or 100 miles) from the ground-truth location.

As we can see on Figure 2 the performance increases with k
but starts to plateau at around top-k = 64 neighbors and reaches
the previous state-of-the-art performance [41] indicated with the
dashed line. The reason for this behavior becomes more clear by
examining Figure 3. For each node i we calculate the sum of the
top-k largest scores in π (ϵ )(i) and we plot the average and the
standard deviation across all nodes. We see that by looking at very
few nodes – e.g. 64 out of 0.45 million – we are able to capture the
majority of the personalized PageRank scores on average (recall
that

∑
j π

(ϵ )(i)j ≤ 1). Interestingly, the curves in both Figure 2 and
Figure 3 plateau around the same value of k . These figures validate
our approach of approximating the dense personalized PageRank
vectors with their respective sparse top-k versions.

4.3 One-hop vs. Multi-hop
We aim to compare the performance of one-hop propagation us-
ing personalized PageRank and the traditional multi-hop message
passing propagation. To make sure that we observe differences that
are mostly due to the type of propagation and not other factors
we implement a simple 2-hop GNN [28] which is also trained in a
distributed manner using the same framework as PPRGo.
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Figure 3: For each node i we calculate the sum of the top-
k largest scores in π (ϵ )(i) and we plot the average and the
standard deviation across all nodes.

Table 1 shows that our method PPRGo which performs propaga-
tion only once at the end using personalized PageRank can achieve
the same performance as expensive multi-hop message passing
methods. Specifically, we show the relative accuracy – i.e. the ac-
curacy of the best performing method is set to 100% and the rest
of the results are calculated relative to it. We show relative speed
improvement since the wall clock time depends on the number
of worker machines used for distributed training. Here we make
sure that both the 2-hop model and PPRGo are looking at the same
number of neighbors, i.e. if PPRGo uses top-k = 64 then the 2-hop
model uses information from 8× 8 = 64 nodes from its first and sec-
ond hop respectively. PPRGo is several orders of magnitude faster
than the 2-hop model while maintaining competitive performance.

Table 1: Relative performance in terms of runtime and ac-
curacy for a PPRGo and an equivalent 2-hop model using
distributed training.

Relative accuracy Speed improvement
2-hop model 100% –
PPRGo 97% 103

To further highlight the benefit of PPRGo we compare the run-
time and performance of several methods using a single machine.
Specifically, we run experiments on Nvidia 1080Ti GPUs using
CUDA and TensorFlow and on Intel CPUs (20 cores). For SGC [55]
we use the second power of the graph Laplacian (i.e. we have a
2-hop model). For GCN+H [41] we copy the result from the original
paper. We compute the overall runtime including the time needed
to pre-compute the propagation matrices for both PPRGo and SGC.
As we can see in Table 2, PPRGo is able to significantly reduce the
overall runtime while maintaining competitive accuracy.

Table 2: Relative performance in terms of runtime and accu-
racy on a single machine.

accuracy@161 Runtime
GCN+H [41] 41.0 –
SGC [55] 14.3 2h 03m
PPRGo 41.5 0h 47m

5 CONCLUSION
In this work-in-progress paper we propose a graph neural network
for semi-supervised node classification that can scale effortlessly
to graphs with billions of nodes. In comparison to previous ap-
proaches our model does not rely on an expensive message-passing
procedure. Our formulation allows to explicitly trade-off scalability
and performance via a few intuitive hyper-parameters. Beyond the
initial experiments which validate the proposed approach we aim to
perform a thorough empirical evaluation in future work, including
evaluation on the two proposed large scale benchmark datasets.
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