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ABSTRACT

Graph Neural Networks (GNNs) have demonstrated promising outcomes across various tasks, including node classification and link prediction. Despite their remarkable success in various high-impact applications, we have identified three common pitfalls in message passing for link prediction, especially within industrial settings. Particularly, in prevalent GNN frameworks (e.g., DGL and PyTorch-Geometic), the target edges (i.e., the edges being predicted) consistently exist as message passing edges in the graph during training. Consequently, this results in overfitting and distribution shift, both of which adversely impact the generalizability to test the target edges. Additionally, during test time, the failure to exclude the test target edges leads to implicit test leakage caused by neighborhood aggregation. In this paper, we analyze these three pitfalls and investigate the impact of including or excluding target edges on the performance of nodes with varying degrees during training and test phases. Our theoretical and empirical analysis demonstrates that low-degree nodes are more susceptible to these pitfalls. These pitfalls can have detrimental consequences when GNNs are implemented in production systems. To systematically address these pitfalls, we propose SpotTarget, an effective and efficient GNN training framework. During training, SpotTarget leverages our insight regarding low-degree nodes and excludes train target edges connected to at least one low-degree node. During test time, it emulates real-world scenarios of GNN usage in production and excludes all test target edges. Our experiments conducted on diverse real-world datasets, demonstrate that SpotTarget significantly enhances GNNs, achieving up to a 15x increase in accuracy in sparse graphs. Furthermore, SpotTarget consistently and dramatically improves the performance for low-degree nodes in dense graphs.

1 INTRODUCTION

Graphs or networks serve as fundamental representations for relational data, and their analysis is useful in numerous scientific and industrial applications. Link prediction, the task of predicting whether a link is likely to form between two nodes or entities in a graph, has wide-ranging downstream applications, including drug repurposing, recommendation systems, and knowledge graph completion [1, 3, 15, 16, 18, 31]. Link prediction is widely employed as a pre-training technique to generate high-quality entity representations applicable to diverse business applications. Techniques for solving this task vary, ranging from heuristics (e.g., predicting links based on the number of common neighbors between node pairs) to graph neural network (GNN) models. GNN models utilize message passing and leverage both the graph structure and node features. Recently, GNN-based approaches, which frame the link prediction problem as a binary classification task over node pairs, have achieved state-of-the-art performance in numerous high-impact applications and have emerged as the go-to approach in both industry and academia [12, 14, 32, 34].

However, in most existing GNN models, the target edges (i.e., the edges whose existence or absence is predicted) exist consistently in the training graph and serve as message passing edges during training. This results in two pitfalls during training: (P1) overfitting and (P2) distribution shift. We observe that these pitfalls are prevalent in the majority of GNN-based frameworks used for link prediction. For instance, PyTorch Geometric (PyG)[9], a widely used library, lacks support for excluding target edges during the construction of mini-batch graphs for training. Although DGL[26] offers support for excluding target edges through one of its sampler arguments, the significance of excluding these target links is frequently ignored by the community. These pitfalls are prevalent in both industry and academia, where researchers frequently develop application code using open-source frameworks such as PyG and DGL. Consequently, it is easy to overlook the problems associated with overfitting and distribution shift. In addition to training time, failure to exclude the test target edges from the test graph leads to (P3) implicit test leakage through neighborhood aggregation.
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unobserved links at test time or in production.
as the target links. Pitfalls (P1) and (P2) lead to poor performance despite the similarity between the train and test graphs as well between the message passing graphs used during training and testing.

Example 1.1. We give an illustrative example of the pitfalls in message passing during training and test time in Fig. 1. During training, the existence of training target edges during message passing leads to (P1) overfitting and (P2) distribution shift. In Fig. 1(a), \( e_{12} \) is a training target edge for which we want to predict the existence. When this edge is not excluded from the training graph, GNNs would use the message passing graph shown in Fig. 1(a) for nodes \( v_B \) and \( v_C \), which leads to overfitting on \( e_{12} \) and memorizing its existence instead of learning to predict it based on the graph structure and node features. Moreover, in a realistic testing scenario as in Fig. 1(b) where the goal is to predict whether the edge \( e_{BC} \) exists or not, GNNs would use the message passing graph shown in Fig. 1(b) for nodes \( v_B \) and \( v_C \), which are connected by a missing edge \( e_{BC} \). This leads to distribution shift: There is discrepancy between the message passing graphs used during training and testing despite the similarity between the train and test graphs as well as the target links. Pitfalls (P1) and (P2) lead to poor performance for GNN models and inability to effectively generalize to (truly) unobserved links at test time or in production.

At test time, since most popular GNN frameworks do not explicitly emphasize the importance of excluding the test target edges from the test graph, it is easy to overlook the fact that the test target edges included by default in message passing causes data leakage. In our example, if the test target edge \( e_{BC} \) is used in the message passing graph for nodes \( v_B \) and \( v_C \) (Fig. 1(b1)), when performing neighborhood aggregation, the target node \( v_B \) would aggregate the messages from \( v_C \) and vice versa, resulting in a higher likelihood of predicting \( v_B \) and \( v_C \) forming an edge compared to the case where \( e_{BC} \) does not exist on the message passing graph. But in real-world applications in deployment, the goal is to predict the future links that are not observed in the data, so the inclusion of test target links corresponds to implicit data leakage.

To address three identified pitfalls, we present SpotTarget, a framework that systematically excludes the target edges during both training and testing. SpotTarget builds upon the crucial observation that low-degree nodes are more susceptible to these pitfalls due to the substantial relative degree changes resulting from the inclusion of target edges, in contrast to high-degree nodes. This is because, for high-degree nodes, the erroneously-considered additional message passing edges (target links) have minimal impact on performance, as they constitute a small fraction of the edges involved in message passing and neighborhood aggregation. Therefore, addressing these pitfalls is crucial in industrial settings, especially for e-commerce applications, where the observed data is incomplete and highly sparse, containing numerous low-degree nodes [20]. While excluding all training targets may seem like an ideal solution, we explored that it significantly disrupts the minibatch graph and harms the GNN learning. Theoretical and empirical

<table>
<thead>
<tr>
<th>Training Target Edges</th>
<th>Test Target Edges</th>
<th>Results</th>
<th>Pitfalls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Include (a1)</td>
<td>-</td>
<td>✓</td>
<td>(P1) Overfitting</td>
</tr>
<tr>
<td>Include (a1)</td>
<td>Exclude (b2)</td>
<td>✗</td>
<td>(P2) Distribution shift</td>
</tr>
<tr>
<td>-</td>
<td>Include (b1)</td>
<td>✗</td>
<td>(P3) Leakage</td>
</tr>
<tr>
<td>Exclude (a2)</td>
<td>Exclude (b2)</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Common pitfalls in message passing for link prediction when the training and/or test target links are included as message passing edges. [Left] Training time: Given a toy train graph and training target edge \( e_{12} \) (a), illustration of the impact of the inclusion (a1) and exclusion (a2) of \( e_{12} \) in the 1-hop induced train graph for nodes 1 and 2, which is used for message passing. [Right] Test time: The same illustration for a given test graph and test target edge \( e_{BC} \) (b). [Table]: Overview of the three main pitfalls and when they arise: (P1) When train target links are included, GNNs overfit on them instead of making predictions based on the graph structure and features. (P2) When train target links are present but test target edges are absent, there is a distribution shift between training and testing. (P3) The presence of test target links results in implicit test leakage. These pitfalls can be resolved by excluding the target links from both the training and test message passing graphs.
Autoencoder (GAE)-based methods and enclosing subgraph-based SEAL, yield more accurate predictions. GAE-based methods are despite the fact that enclosing subgraph-based methods, such as inputs to a classifier to predict the presence of the target edge. Our framework SpotTarget consists of two modules: (1) an edge sampler that excludes target edges connected to at least one low-degree node, and (2) a leakage check module that verifies the exclusion of target test edges for any user-defined dataset and automatically excludes them if necessary. We are currently in the process of integrating our plug-and-play framework into the DGL library [25]. Our contributions can be summarized as follows:

- **Systematic Analysis of Target Edges’ Effects**: Focusing on link prediction, we conduct the first theoretical and empirical analysis to examine the impact of including target edges as message passing edges during training and test time. Our key insight reveals that low-degree nodes are more susceptible to the pitfalls of including the target edges as message passing edges.
- **Unified Framework**: We present SpotTarget, the first unified GNN training framework that addresses the pitfalls by automatically excluding target edges that are incident to at least one low-degree node during training and excludes all target edges during testing to ensure robust model training without any implicit data leakage.
- **Rigorous Experiments**: To quantify the impact of target edges during training and test time, we performed extensive experiments on a diverse range of datasets, including widely-used link prediction benchmarks as well as real-world datasets. Additionally, we conducted a specific analysis of the impact on the low-degree nodes in dense datasets. Our findings demonstrate that SpotTarget achieves up to a 15 × increase in the accuracy of GNN models on sparse graphs. Moreover, it notably enhances the performance of low-degree nodes on dense graphs.

2 RELATED WORK

**Link Prediction using GNNs.** Graph neural networks (GNNs) are popular neural network architectures that learn representations by capturing the interactions between objects. While perhaps most often used for node- or graph-level classification, the applications of graph neural networks have expanded to include edge-level inference tasks like link prediction. Methods that use GNNs for link prediction mainly fall into two categories: Graph Autoencoder (GAE)-based methods and enclosing subgraph-based methods. GAE-based methods use GNNs as the encoder of nodes, and edges are decoded by their nodes’ encoding vectors using score functions [5, 14, 24, 30, 36]. For enclosing subgraph-based methods including SEAL [32, 34], IGMC [33], GraIL [23], TCL-GNN [29] first extract an enclosing subgraph for the target edge, apply GNNs to encode the node representations of nodes in enclosing subgraph, and then aggregate the node representations by pooling methods. Subsequently, the learned subgraph features are utilized as inputs to a classifier to predict the presence of the target edge. Despite the fact that enclosing subgraph-based methods, such as SEAL, yield more accurate predictions, GAE-based methods are typically significantly faster to compute and require fewer computational resources. In industrial applications, graphs often exhibit a massive scale, encompassing millions or even billions of nodes. Consequently, GAE-based methods are commonly preferred [35].

**Issues in Link Prediction using GNNs.** In contrast to node classification, where edges serve solely as message passing edges, the edges in the link prediction task play dual roles: (1) message passing edges and (2) prediction objectives. Consequently, it is crucial to pay special attention to dataset construction and loading to mitigate potential pitfalls that can negatively impact the performance of deployed systems. However, this distinction is frequently overlooked, particularly in GAE-based methods, which often directly adapt GNN models designed for node classification to generate node embeddings. This oversight leads to problems in training GNN models for link prediction. The training pitfalls caused by the existence of target edges were initially identified by SEAL [27, 32], which made efforts to mitigate them through negative injection. Expanding on this work, FakeEdge [7] delves into the distribution shift issues that arise from the presence of target edges during training and their absence during testing. They further propose frameworks that involve the addition, removal, or a combination of both of the target edges from the induced subgraph in subgraph-based methods like SEAL. In contrast to SEAL or FakeEdge, our work aims to conduct a comprehensive analysis of all the pitfalls arising from the presence of target edges. Through an extensive degree-based analysis, we demonstrate which types of nodes are more susceptible to these pitfalls and present strategies to strike an optimal balance between avoiding training pitfalls and maintaining graph structure based on node degrees. In comparison to SEAL and FakeEdge, our proposed framework specifically addresses this concern within GAE-based methods. This holds greater practical significance as GAE-based methods are frequently employed in industry due to their high efficiency and their ability to leverage nodes’ natural features for link prediction. Additionally, our proposed framework exhibits greater scalability compared to FakeEdge. For instance, while FakeEdge requires over 20 hours to complete a single epoch on Ogb1-Citation2, SpotTarget achieves the same task in just 2 hours.

3 PRELIMINARIES

In this section, we formally define key notions as well as the problem that we seek to solve. The major symbols we use is defined in Tab. 1.

### 3.1 Definitions

#### 3.1.1 Graphs.** We consider a graph $G = (V, E, X)$, where $V$ is the set of vertices, $E$ is the set of edges, and $X \in \mathbb{R}^{|V| \times d}$ represents the $d$-dimensional input node features. We denote the $k$-hop neighbors of node $u$—i.e., the set of nodes at a distance less than or equal
to k from u—as \( N_k(u) \). The degree \( d_u \) of node u is defined as the number of its 1-hop neighbors or adjacent nodes, i.e., \( d_u = |N_1(u)| \).

3.1.2 Link Prediction. Given a graph \( G = (V, E, X) \), the link prediction task aims to determine whether there is or will be a link \( e_{ij} \) between a pair of nodes i and j, where \( i, j \in V \) and \( e_{ij} \notin E \). We refer to \( e_{ij} \), the edge for which we want to predict the existence or absence, as target edge or link.

In this work, we distinguish different types of target links: (1) training vs. test target links: the training target edges, \( T_{tr} \), are used to train a supervised link prediction model, while the test target links, \( T_{tst} \), are the links for which we want to predict the existence or absence at test time (e.g., when evaluating the test performance or making predictions in a deployed system). In our real experiments, (2) target links that are incident to at least one low-degree node vs. not: based on our theoretical insights in Sec. 5.1, our framework leverages target links that are incident to at least one low-degree node (i.e., edges \( e_{uv} \) for which \( \min(d_u, d_v) \) is small), denoted as \( T_{low} \). Throughout the paper, our discussion of the inclusion of test target links is done in the setting of evaluating test performance instead of deployed system, where there exist ground truth test links as labels. We primarily adopt the widely used train, validate, test setting, where only the epoch that achieves best performance on validation edges will be evaluated by test edges.

3.1.3 Graph Neural Networks. GNN models utilize a neighborhood aggregation scheme to learn a representation vector \( h_v \) for each node \( v \). In general, the node representation of node \( v \) can be formulated as a k-round neighborhood aggregation schema: \( h_v^{(k)} = \text{COMBINE}^{(k)}(\{h_u^{(k-1)}: u \in N_k(v)\}) \), where \( \text{AGGREGATE}() \) is typically mean or max pooling, and \( \text{COMBINE}() \) can be a sum/concatenation/attention on nodes’ ego- and neighbor-embeddings. GNN models utilize a neighborhood aggregation scheme to learn a representation vector \( h_v \) for each node \( v \). For link prediction tasks, GNNs are typically trained using cross-entropy loss to differentiate positive links versus negative links. Given a set of target links, we define the k-hop message passing graph of a GNN model as the induced subgraph that contains all the endpoint nodes of the target edges, their k-hop neighbors, and the edges of the original graph that connect these nodes. Examples of (train and test) 1-hop message passing graphs are given in Fig. 1.

3.2 Problem Statement

Given a graph \( G \), a link prediction task, and a base GNN model in a mini-batch training setting, we seek to: (1) explain the pitfalls of including the target links \( T_{tr} \) and \( T_{tst} \) as message passing edges during training and test time, respectively, and (2) propose solutions to best avoid the pitfalls.

4 PITFALLS IN MESSAGE PASSING FOR LINK PREDICTION

In this section, we aim to explain the pitfalls of including target edges as message passing edges during training and test time.

4.1 Pitfalls during Training Time

When the train target edges are presented and used as message passing edges, it causes overfitting and distribution shifts.

(P1) Overfitting. Suppose that we have an original train graph \( G \), as shown in Fig. 1(a). GAE based methods first generate node 1 and node 2’s embeddings by aggregating their 1-hop neighbor’s information and decode the likelihood of node 1 and node 2 forming an edge using a dot product decoder. When the target edge \( e_{12} \) is present, node 1’s embedding aggregates node 2’s features, and vice versa. And since the training objective is to predict \( y_{12} \) as high as possible. The GNNs would learn that as long as it tries to overfit on the train objective, it would achieve its train target. Similarly, subgraph-based models first find an enclosing subgraph for target edges \( T_{tr} \) and then apply GNNs upon the enclosing subgraph to predict the link existence also suffer from overfitting issues. And this overfitting issue causes GNNs to generalize poorly to test data.

(P2) Distribution Shift. In typical GNN trainings for link prediction, the train target edges \( T_{tr} \) are usually present and used during message passing, while the test target edges \( T_{tst} \) are absent and never used during test, and this poses a distribution shift problem. As shown in Fig. 1, suppose that (a) is the train graph with \( e_{12} \) as the train target edge and (b) is the test graph with \( e_{BC} \) as the test target edge. At training time, when node 1 aggregates the message from its neighbors, node 1 sees that node 2 is its direct neighbors, and the messages from node 2 are aggregated and used to compute node 1’s embeddings Fig. 1(a). In the realistic test scenario, when node B aggregates the message from its neighbors, it never treats node C as its direct neighbor because future links are not observed in the data. And this poses a distribution shift between training and testing time and results in poor generalizability.

4.2 Pitfalls during Test Time

(P3) Data Leakage. During the test of the GNN models, popular GNN frameworks do not provide explicit functions to remove the testing edges from message passing. One may overlook the fact that the test target edges are included by default in message passing. We found that when test targets edges \( T_{tst} \) are included in message passing, it results in implicit data leakages, as shown in Fig. 1(b1). When test target \( e_{12} \) exists in the test message passing graph, in order to do the inference, the target node \( v_1 \) would aggregate messages from \( v_2 \) and vice versa, resulting in a higher likelihood of predicting \( v_1 \) and \( v_2 \) forming an edge, compared with the case when \( e_{12} \) does not exist in the message passing graph. And this is actually a test leakage because it would result in near-perfect performance for expressive GNN frameworks even though GNNs never learn on the test target edges. In real-world deployment applications, future links that we want to predict upon are never observed in the data.

5 PROPOSED FRAMEWORK: SpotTarget

In this section, we detail SpotTarget, the first framework systematically resolving the issues of the presence of target edges in the message passing graph for link prediction. We propose separate solutions for training and inference time, respectively.

5.1 Training-time Solution: Exclude Target Links Adjacent to Low-degree Nodes

As discussed in Sec. 4.1, when train target edges \( T_{tr} \) are used as message passing edges, it causes overfitting and distribution shifts.
of train target edges and preserving the graph structure as much as possible during mini-batch training?

The key to addressing this problem lies in analyzing which nodes are most affected by P1 and P2 and selectively excluding only the target edges incident to those highly affected nodes. We argue that by exclusively excluding the target edges incident to low-degree nodes, we can achieve the optimal trade-off between avoiding training pitfalls and minimizing graph corruption. Since low-degree nodes have fewer neighbors compared to high-degree nodes, there is a small probability that the excluded target edges adjacent to low-degree nodes serve as message-passing edges for other nodes. Next, we present a theoretical analysis demonstrating that low-degree nodes are most affected by the pitfalls. Based on this analysis, we propose that target links in $T_{\text{low}}$, incident to at least one low-degree node should be excluded during mini-batch training.

Theoretical Analysis. In this section, we explain why low-degree nodes suffer more from the pitfalls caused by the inclusion of train targets than high-degree nodes from a theoretical perspective. Intuitively, we focus on comparing the distance a random node $v_k$’s effect on node $v_{ik}, v_l$ before and after excluding one neighboring edge of $v_{ik}, v_l$ respectively. We leverage the notion of influence/efficiency functions in statistics [22, 28] to measure the relative influence of a node on another node through a specific train edge.

Theorem 1. Let $v_{ih}$ and $v_{il}$ be two nodes in a graph with $d_{ih} > d_{il}$, let node $v_{ik}$ be an arbitrary node in the graph. Assume that ReLU is the activation function, the $\Lambda$-layer GNN is untrained, and all random walk paths from $v_{ih}$ to $v_{il}$ have a return probability of 0. We denote the effect of node $v_{ik}$ on node $v_{ih}$ after $\Lambda$-th layer GNN as $\tilde{\Delta}_{ik}^\Lambda x_k$, where $x_k, x_l$ are $n$-dimensional vectors indicating the embeddings for node $v_{ih}, v_{ik}$. Further we denote that effect of node $v_{ih}$ on node $v_{il}$ after removing one neighboring edge of node $v_{ik}$ as $\Delta_{ik}^{\text{low}} x_k$. Define the change of effect of node $v_{ik}$ on node $v_{ih}$ and $v_{il}$ after removing one neighboring edge of $v_{ik}$ as a distance function $D(k, h)$, where $D(k, h) = 1 - \mathbb{E}\left(\frac{\tilde{\Delta}_{ik}^\Lambda x_k}{\Delta_{ik}^{\text{low}} x_k}\right)$ for any entry $1 \leq s, t \leq n$ of $x_k$ and $x_l$. And similarly, for node $v_{il}$, we also have $D(k, l) = 1 - \mathbb{E}\left(\frac{\tilde{\Delta}_{ik}^\Lambda x_k}{\Delta_{ik}^{\text{low}} x_k}\right)$ for any entry $1 \leq s, t \leq n$ of $x_l$ and $x_k$. Then $D(k, h) < D(k, l)$.

We provide the proof in Appendix B. From Theorem 1, we prove that the change of effect of a random node $v_{ik}$ on $v_{ih}, v_{il}$ brought by excluding target edges is higher for $v_{il}$ than $v_{ih}$. This shows that low-degree nodes benefit more by excluding target edges. As a result, when all target edges are present, low-degree nodes are more vulnerable to the pitfalls brought by the inclusion of target edges. And this holds for any message passing GNNs.

Besides the theoretical analysis, we also provide a quantitative analysis of average degree change in Appendix A.3 and conclude that when excluding training targets, the relative degree change for nodes with low degrees is much larger than high-degree nodes.

Solution: Exclude edges incident to at least one low-degree node lower than $\delta$. To achieve the best trade-off between these, we propose to exclude the train target edges where at least one incident node is lower than a degree threshold $\delta$. We denote the set of these target edges as $T_{\text{low}}$. We claim that excluding train targets in $T_{\text{low}}$ achieves the best trade-off between avoiding pitfalls brought
Algorithm 1 SPOTTarget: Leakage Check(G)

1: \textbf{Input:} An input graph G, edge splits S, an argument K if valid edges are used as inference inputs, K = \{T,F\}
2: \textbf{Output:} The desired inference graph G_{infer}

/* STEP 1. Check if the input graph contains validation and test edges */
3: \textit{C}_{valid} = \text{Check Existence}(G, S_{valid})
4: \textit{C}_{test} = \text{Check Existence}(G, S_{test})

/* STEP 2. Delete Test and Validation Edges According to User Requirement */
5: if \textit{C}_{test} is True then
6: \quad G_{infer} = \text{RemoveEdge}(G, S_{test})
7: else
8: \quad G_{infer} = G

/* If Validation Edges Exist in the Inference Graph and is not Desired */
9: if \textit{C}_{valid} is True and K is False then
10: \quad G_{infer} = \text{RemoveEdge}(G_{infer}, S_{valid})
11: return G_{infer}

### Table 2: Statistics of the datasets used for link prediction experiments. All numbers are counted in the training dataset without valid and test edges.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># Nodes</th>
<th># Edges</th>
<th>Node deg.</th>
<th>Attr. dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ogbl-collab [11]</td>
<td>235,868</td>
<td>2,358,104</td>
<td>8.20</td>
<td>128</td>
</tr>
<tr>
<td>ogbl-citation2 [11]</td>
<td>2,927,963</td>
<td>30,387,995</td>
<td>20.73</td>
<td>128</td>
</tr>
<tr>
<td>USAir [21]</td>
<td>332</td>
<td>3,402</td>
<td>10.25</td>
<td>332</td>
</tr>
<tr>
<td>E-commerce [20]</td>
<td>346,439</td>
<td>238,818</td>
<td>1.38</td>
<td>768</td>
</tr>
</tbody>
</table>

Table 3: Train-Pitfall Results: Test performance of different training frameworks across GNN models and datasets. Per dataset, we report the recommended evaluation metric in the literature. *OOM = out of GPU memory

<table>
<thead>
<tr>
<th>Model</th>
<th>ExcludeNone(Tr)</th>
<th>ExcludeAll</th>
<th>SpotTarget</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ogbl-Collab (H@50)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE</td>
<td>48.57 ± 0.74</td>
<td>45.82 ± 0.41</td>
<td>49.00 ± 0.65</td>
</tr>
<tr>
<td>MB-GCN</td>
<td>43.03 ± 0.50</td>
<td>37.75 ± 1.42</td>
<td>39.58 ± 1.06</td>
</tr>
<tr>
<td>GATv2</td>
<td>45.61 ± 0.85</td>
<td>45.71 ± 0.87</td>
<td>45.46 ± 0.19</td>
</tr>
<tr>
<td>SEAL</td>
<td>61.27 ± 0.28</td>
<td>64.11 ± 0.30</td>
<td>64.57 ± 0.30</td>
</tr>
<tr>
<td>Ogbl-Citation2 (MRR ↑)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE</td>
<td>82.06 ± 0.06</td>
<td>81.47 ± 0.17</td>
<td>82.18 ± 0.18</td>
</tr>
<tr>
<td>MB-GCN</td>
<td>79.70 ± 0.25</td>
<td>79.06 ± 0.30</td>
<td>79.88 ± 0.14</td>
</tr>
<tr>
<td>GATv2</td>
<td>OOM</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>SEAL</td>
<td>86.75 ± 0.20</td>
<td>86.74 ± 0.23</td>
<td>86.93 ± 0.55</td>
</tr>
</tbody>
</table>

USAir (AUC ↑)

**6 EXPERIMENTS**

We aim to address the following questions through experiments.

- How well does SPOTTarget address P1 and P2 on commonly benchmarked datasets?
- What is its performance in the e-commerce setting, where the most nodes have a very low degree?
- How well does SPOTTarget address P1-P2 on edges incident to low-degree nodes specifically on commonly-used benchmarks?
- For test-related pitfall P3, what is the "fake" performance increase that is introduced by implicit data leakage?

We also provide analysis on the degree threshold δ in App. A.4 and show that SPOTTarget has comparable computational complexity with baseline models in App. A.5.

### 6.1 Experimental Setup

**Data.** We evaluate our framework on four real-world datasets from multiple domains. Ogbl-Collab and Ogbl-Citation2 [11] are the author collaboration and citation networks. USAir [21] is a network of US Air lines. We notice that these datasets are relatively dense, with average node degree of 8-20. In real-world deployed systems, the observed data is typically more sparse, with many low-degree nodes. Hence, we adapt a sparse graph dataset from E-commerce [20]. E-commerce is a real-world dataset constructed according to shopping queries and related products in Amazon Search, which captures whether the queries are exact matches of the products. We give the details of dataset construction in Appendix A.1. Detailed statistics of all datasets are shown in Tab. 2. 

by the inclusion of train targets and graph structure distraction. Implementation-wise, to ensure the scalability of our sampler and the usability of our sampler in real-world deployed systems, we implemented it as a subclass of DGL’s edge sampler. This is equivalent to the DGL’s original edge sampler and can be combined with other functions in DGL smoothly.

### 5.2 Test-time Right Practices: Exclude All Test Target Links

As discussed in Sec. 4.2, one may overlook the inclusion of test target edges in message passing or to add them into the graph to maintain no distribution shifts, but this practice can result in test leakage. We firmly assert that under no circumstance should test edges be utilized as message passing edges. In real-world deployed systems, the future links between nodes are unknown, making it imperative to avoid any utilization of test edges for message passing.

We propose that test target edges should always be excluded from the test message passing graph. To facilitate this, we provide a module that automatically checks for the presence of test target edges in the inference graph and removes them if necessary. The algorithms outlining this process are presented in Alg. 1. In previous literature [11], it was sometimes common to include validation edges in the message passing graphs to gather additional information, particularly for time-split data. The inclusion of validation edges in the message passing graph is not considered as data leakage. However, the decision of whether to use validation edges as message passing edges relies heavily on the user’s preference. In our algorithm, we prompt users to deliberately specify their preference and return the desired inference graph accordingly.
Table 4: Train-Pitfall Results: Test performance on the sparse E-commerce dataset. SPOTTarget achieves a consistently better performance boost on E-commerce across metrics and datasets. For SAGE and GATv2, SPOTTarget is up to 15× more accurate.

<table>
<thead>
<tr>
<th>Metrics</th>
<th>SAGE ExcludeNone(Tr)</th>
<th>SPOTTarget</th>
<th>MB-GCN ExcludeNone(Tr)</th>
<th>SPOTTarget</th>
<th>GATv2 ExcludeNone(Tr)</th>
<th>SPOTTarget</th>
</tr>
</thead>
<tbody>
<tr>
<td>MRR ↑</td>
<td>4.40 ± 0.31</td>
<td>65.85 ± 0.31</td>
<td>17.07 ± 7.38</td>
<td>69.67 ± 0.52</td>
<td>5.98 ± 0.56</td>
<td>69.44 ± 0.55</td>
</tr>
<tr>
<td>H@10 ↑</td>
<td>6.55 ± 0.37</td>
<td>89.67 ± 0.19</td>
<td>28.35 ± 7.47</td>
<td>89.79 ± 0.25</td>
<td>9.64 ± 1.10</td>
<td>90.52 ± 0.26</td>
</tr>
<tr>
<td>H@1 ↑</td>
<td>3.04 ± 0.31</td>
<td>52.84 ± 0.46</td>
<td>10.83 ± 5.21</td>
<td>57.63 ± 0.57</td>
<td>3.94 ± 0.81</td>
<td>57.11 ± 1.03</td>
</tr>
</tbody>
</table>

**Metrics.** Following prior works, we use Mean Reciprocal Rank (MRR) on Ogb-Citation2 and Hits@50 on Ogb-Collab [11]. Area Under the Curve (AUC) is used for USAir [32]. For E-commerce, we choose to report MRR, Hits@10, and Hits@1, the three most commonly used evaluation metrics for link prediction [11, 24, 34]. For all evaluation metrics, the higher the number is, the better.

**GNN models.** We select four GNN models to validate our method. SAGE [10], MB-GCN [13] and GATv2 [4] are GAE-based models. MB-GCN [13] is a mini-batch GCN model that follows the same message passing functions as GCN. At each iteration, only a portion of the entire graph is seen instead of the entire graph. We call it as MB-GCN, namely mini-batch GCN. SEAL [32] is a subgraph-based model that extracts an enclosing subgraph for each target edge and predicts the link likelihood based on the subgraph’s embeddings.

**Implementation Details.** All GNN models are implemented in DGL [19, 26]. We conduct a comprehensive hyperparameter tuning and choose the best ones. More details are in Appendix A.2.

**Baselines.** For train pitfalls P1 and P2, we use ExcludeNone(Tr), ExcludeAll as our baselines, which indicates two different ways of including/excluding target edges. ExcludeNone(Tr) does not exclude any training target edges, and ExcludeAll excludes all train target edges T_tr. Note that ExcludeAll on SEAL is essentially FakeEdge, which excludes all target edges on subgraph-based models.

For test pitfalls P3, our baseline is ExcludeNone(Tst), which uses the test target edges in the inference graph. Note that ExcludeNone(Tst) is the case where data leakage happens, which should be avoided at all time in real-world deployed systems.

**SPOTTarget Variants.** At training time, our proposed framework SPOTTarget excludes the set of target edges T_low incident to at least one low-degree node, where the degree threshold is denoted as δ. Experimentally, we choose δ to be 10 and 20, which corresponds to the average degrees of the datasets used, and report the best performing ones. More discussions of δ is in Appendix A.4.

At test time, our SPOTTarget includes two variants: ExcludeValTst and ExcludeTst. ExcludeValTst excludes both validation and test target edges in the test graph, while ExcludeTst only excludes test target edges in the test graph. Whether to use ExcludeValTst or ExcludeTst depends on the user’s preference.

### 6.2 Train Pitfalls: Results on Dense Datasets

**Setup.** To evaluate SPOTTarget’s ability on addressing train pitfalls P1 and P2 on common benchmarks, we report the link prediction performance of four GNN models on three dense datasets and three trials for each setting. For Ogb-Collab and Ogb-Citation2, we generate one negative per edge during training and use the recommended negatives during evaluation. For USAir, we also generate one negative per edge during training, and during evaluation, we treat all edges that do not appear in the train, test, validation as negative edges. Besides the performance for each setting, we also report the average rank of our baselines ExcludeNone(Tr), ExcludeAll and proposed method SPOTTarget. Results are summarized in Tab. 3.

**Results.** SPOTTarget consistently achieves the best performance (lowest rank) across different datasets and models. This indicates SPOTTarget’s successful resolution of pitfalls P1 and P2 without corrupting the mini-batch graphs. Although ExcludeAll is used in the original implementation of SEAL, replacing ExcludeAll with SPOTTarget leads to further performance improvement. It is worth noting that ExcludeAll generally leads to slightly lower performance compared to ExcludeNone(Tr). This is because excluding all target edges in a single mini-batch leads to a significant alteration of the graph structure, including the isolation of certain nodes. Hence, GNNs struggle to learn effective node representations.

**Observation 1.** (1) SPOTTarget outperforms both ExcludeNone(Tr) and ExcludeAll, achieving the best average results and the lowest rank. This suggests SPOTTarget successfully resolving the pitfalls P1 and P2. (2) In some cases (6/11), ExcludeAll in the mini-batch graphs results in performance degradation due to graph structure corruption.

### 6.3 Train Pitfalls: Results on Sparse Datasets

**Setup.** We repeat our experiments on E-commerce dataset with the similar setup in Section 6.2. Since more than 99.5% of the edges in E-commerce have a degree less than 5, ExcludeAll is the same as SPOTTarget, so we only report ExcludeNone(Tr) and SPOTTarget. We do not report SEAL for E-commerce because for a dataset with average degree of 1, it is impractical to construct subgraphs for each node. The results are shown in Table 4.

**Results.** SPOTTarget achieves a 14.9× performance boost across models on the sparse E-commerce graph. This observation demonstrates that SPOTTarget is well-suited for training GNNs on the task of link prediction for sparse datasets, which are commonly encountered in real-world deployed systems. For example, common-sense knowledge graphs and biochemical graphs, with an average degree of 2 [8, 17], exemplify the prevalence of sparse graphs.

**Observation 2.** SPOTTarget has 14.9× better performance compared to ExcludeNone across models. This empirical evidence confirms that low-degree nodes are more affected by P1 and P2, and excluding T_low proves to be effective, particularly for datasets with a significant number of low-degree nodes.

### 6.4 Train Pitfalls: Results on Low-degree Nodes

**Setup.** To quantify how much low-degree nodes in dense datasets suffer from P1 and P2, we are interested in analyzing the performance of edges adjacent to low-degree nodes in dense graphs. We
Table 5: Train-Pitfall Results: We report the test MRR of SAGE on Ogb-Citation2 on target edges which have at least one low-degree node. In addition to $I_{low}$, we also report cases where target edges are only incident to low-degree nodes: max$(d_i, d_j) < 10, 5$. SPOTTARGET achieves the best performance for $I_{low}$ and target edges that are incident to both low-degree nodes.

<table>
<thead>
<tr>
<th>Exclusion</th>
<th>max$(d_i, d_j) &lt; 10$</th>
<th>max$(d_i, d_j) &lt; 5$</th>
<th>min$(d_i, d_j) &lt; 10$</th>
<th>min$(d_i, d_j) &lt; 5$</th>
<th>min$(d_i, d_j) = 2$</th>
<th>min$(d_i, d_j) = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ExcludeNone(Tr)</td>
<td>73.11 ± 0.25</td>
<td>62.15 ± 0.84</td>
<td>78.78 ± 0.12</td>
<td>69.54 ± 0.37</td>
<td>47.02 ± 0.56</td>
<td>27.54 ± 0.88</td>
</tr>
<tr>
<td>ExcludeAll</td>
<td>77.45 ± 0.41</td>
<td>75.39 ± 1.42</td>
<td>79.17 ± 0.12</td>
<td>73.86 ± 0.33</td>
<td>60.05 ± 1.11</td>
<td>48.60 ± 1.11</td>
</tr>
<tr>
<td>SPOTTARGET</td>
<td>78.08 ± 0.06</td>
<td>76.23 ± 0.56</td>
<td>79.30 ± 0.18</td>
<td>73.87 ± 0.18</td>
<td>61.48 ± 0.51</td>
<td>51.47 ± 2.51</td>
</tr>
</tbody>
</table>

Table 6: Test-Pitfall Results: We report the test results of four GNN models over three datasets. Note that despite ExcludeNone(Tst)’s good performance, it is essentially a case of data leakage because test target edges are never observed in real-world scenarios. We should avoid using test edges in the inference graph and SPOTTARGET helps you to automatically check this. *OOM = out of GPU memory.

<table>
<thead>
<tr>
<th>Models</th>
<th>SPOTTARGET</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ExcludeValTst</td>
<td>ExcludeTst</td>
</tr>
<tr>
<td>Ogb-Collab (H@50 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE</td>
<td>48.57 ± 0.74</td>
<td>57.61 ± 0.88</td>
</tr>
<tr>
<td>MB-GCN</td>
<td>43.03 ± 0.50</td>
<td>50.53 ± 1.10</td>
</tr>
<tr>
<td>GATv2</td>
<td>45.61 ± 0.85</td>
<td>54.94 ± 0.19</td>
</tr>
<tr>
<td>SEAL</td>
<td>57.50 ± 0.31</td>
<td>55.16 ± 1.94</td>
</tr>
<tr>
<td>Ogb-Citation2 (MRR )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE</td>
<td>82.06 ± 0.06</td>
<td>82.28 ± 0.11</td>
</tr>
<tr>
<td>MB-GCN</td>
<td>79.70 ± 0.25</td>
<td>81.25 ± 0.22</td>
</tr>
<tr>
<td>GATv2</td>
<td>OOM</td>
<td>OOM</td>
</tr>
<tr>
<td>SEAL</td>
<td>86.75 ± 0.20</td>
<td>87.01 ± 0.39</td>
</tr>
<tr>
<td>USAir (AUC )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAGE</td>
<td>95.97 ± 0.17</td>
<td>95.51 ± 0.53</td>
</tr>
<tr>
<td>MB-GCN</td>
<td>94.00 ± 0.14</td>
<td>94.11 ± 0.13</td>
</tr>
<tr>
<td>GATv2</td>
<td>95.05 ± 0.66</td>
<td>94.07 ± 0.21</td>
</tr>
<tr>
<td>SEAL</td>
<td>95.36 ± 0.24</td>
<td>95.30 ± 0.76</td>
</tr>
</tbody>
</table>

Reported are the performance of two different edge types: (1) edges that are adjacent to at least one low-degree node, i.e., min$(d_i, d_j) < \delta$ and (2) edges that are only adjacent to low-degree nodes, i.e., max$(d_i, d_j) < \delta$. Our analysis is mainly done on Ogb-Citation2 for SAGE. We compare SPOTTARGET against two baselines: ExcludeNone(Tr) and ExcludeAll. Results are shown in Tab. 5.

Results. In general, both ExcludeAll and SPOTTARGET achieve significantly better performance than ExcludeNone(Tr) for edges that are incident to low-degree nodes. This finding aligns with our earlier discussion in Sec. 5.1, which highlights that low-degree nodes are more adversely affected by train pitfalls P1 and P2 and excluding train target edges proves to be more advantageous for low-degree nodes. Specifically, when comparing SPOTTARGET and ExcludeAll, we observe that SPOTTARGET, which only excludes $I_{flow}$ instead of $I_{Tr}$, achieves superior performance on edges incident to low-degree nodes. This observation suggests that SPOTTARGET excels in preserving the graph structures during mini-batch training.

Observation 3. The performance improvement observed on edges adjacent to low-degree nodes in dense graphs demonstrates the successful resolution of P1 and P2 for low-degree nodes in dense graphs by our SPOTTARGET. Furthermore, SPOTTARGET can be applied to mitigate performance bias in individuals on the periphery of the community.

6.5 Test Pitfalls: Leakage Quantification

Setup. Besides training pitfalls, we are interested in quantifying the performance gap introduced by the data leakage from the test pitfall (P3). We report results on excluding different types of edge in the inference graph (validation, test edges). Although here we are not evaluating in a deployed system, by excluding different types of edge, we are mimicking what would happen in a deployed system. All GNN models are trained using train edges only. ExcludeValTst excludes all validation and test target edges during inference, and ExcludeTst only excludes validation edges. Both ExcludeValTst and ExcludeTst are variants of SPOTTARGET. ExcludeNone(Tst) keeps all validation and test target edges during testing, resulting in data leakage(P3) and should be avoided in deployed systems.

Results. Utilizing validation targets as message passing edges in inference graphs typically leads to a marginal performance improvement, consistent with previous findings [11]. In the case of Ogb-Collab, a dataset split by time, utilizing validation targets as message passing edges results in a 10% performance boost. However, when test targets are employed as message passing edges in the inference graph, it yields a performance boost of up to 20%. However, the performance improvement resulting from the incorporation of test targets is undesirable. In real-world deployed systems, test links are unobserved and cannot be utilized for message passing. Particularly, in the case of SEAL, the presence of test targets in the inference phase leads to near-perfect results, which is what we aim to prevent. SPOTTARGET effectively addresses P3.

Observation 4. Utilizing test edges results in a fake performance boost across multiple datasets, which is caused by data leakage (P3). The performance boost is particularly significant in time-split datasets such as Ogb-Collab. The increased performance validates the importance of SPOTTARGET, which consistently excludes the test target edges from the inference graphs during testing. In real-world deployed systems, future (test) links are always unobserved. If the model utilizes information from test target edges, it undeniably generates an artificial performance improvement that does not reflect real-life scenarios.

Conclusion. Our study systematically examines the challenges of using target edges as message passing edges in GNNs. We empirically and theoretically establish that low-degree nodes are more susceptible to these issues and propose SPOTTARGET. SPOTTARGET strikes a balance between eliminating the challenges introduced by target edges and preserving the integrity of mini-batch graphs.

Acknowledgements. We thank Yongyi Yang for discussing and proofreading our theoretical proof.
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A APPENDIX

A.1 Dataset Construction

For E-commerce, over 94% of the nodes have a degree less than 5 and more than 99.5% of the edges in E-commerce are adjacent to a node with a degree less than 5. The E-commerce dataset is constructed as follows. We first adopt the ESCI dataset which categorizes the relationship between between shopping queries and products as “exact”, “substitute”, “complement”, and “irrelevant”. We extract the shopping queries and their “exact” matching products only, and randomly split them to train, validation, and test splits according to a 70%/10%/20% ratio. We also remove all isolated nodes in the dataset. We use the pretrained BERT embeddings [6] as text features.

A.2 Hyperparameter Tuning

We conduct extensive hyperparameter tuning using grid search. We search on the learning rates $\{1e^{-1}, 1e^{-2}, 1e^{-3}, 1e^{-4}, 5e^{-5}\}$ and the number of layers $\{1, 2, 3\}$, hidden dimension $= \{128, 256, 512, 1024\}$. We report the best performing hyperparameters for each setting.

Throughout the experiments, we use the numbers of training batch size for ogbl-collab, ogbl-citation2, USAir and E-commerce is set to 256, 1024, 64 and 512, respectively. For SAGE models, the learning rate is 5e-4, the dimension of hidden layers is 256, and the number of hidden layers is 3. For GCN, the number of hidden layers is 1 and others remain the same as the SAGE. For GATv2, the number of heads is 8, the learning rate is 5e-4, the dimension of hidden layers is 64. For SEAL, the learning rate is 1e-4, the number of hops is 1, the training percent is 15%, 2% and 100% and the
We further support our claim that low-degree nodes are more affected by providing a quantitative analysis on the relative changes of degree before and after excluding the train target edges $T_{Tr}$. The analysis is done in four datasets of various scales and sparsity. For each dataset, we sort its nodes according to their degrees and report the average degree change before and after excluding the train target edges for each mini-batch epoch. As shown in Fig. 3, for nodes with lower degrees, the relative degree change can go as high as 100% while for high-degree nodes, the relative degree change is pretty small.

### A.3 Quantitative Analysis of Average Degree Change

We further support our claim that low-degree nodes are more affected by providing a quantitative analysis on the relative changes of degree before and after excluding the train target edges $T_{Tr}$. The analysis is done in four datasets of various scales and sparsity. For each dataset, we sort its nodes according to their degrees and report the average degree change before and after excluding the train target edges for each mini-batch epoch. As shown in Fig. 3, for nodes with lower degrees, the relative degree change can go as high as 100% while for high-degree nodes, the relative degree change is pretty small.

### A.4 Ablation: Which Degree to Use?

**Setup.** For our SpotTarget at training time, we only exclude edges with adjacent nodes smaller than a degree threshold $\delta$. But what will be a good threshold $\delta$ to use? In order to answer this question, we conduct experiments on USAir with varying degree thresholds. The results are shown in Fig. 4.

**Results.** When $\delta = 0$, we do not exclude any target edges, and when $\delta = +\infty$, we exclude all train target edges. As shown in Fig. 4, we see that as we exclude target edges with a higher degree threshold (exclude more target edges), the performance of the model will first go up and then go down, forming a U-shape curve. This indicates that we need to strike a balance between eliminating the issues brought by the target edges as well as not corrupting the mini-batch graphs too much. We found that the best choice of $\delta$ is typically the average degree of the dataset.

**Observation 5.** To get the best effects of our SpotTarget, we need to conduct the sensitivity check to discover the optimal degree threshold $\delta$. The optimal threshold may be positively correlated with the average node degrees of the graph.

### A.5 Time Complexity Analysis

The additional computational complexity of SpotTarget is due to the target edge exclusion part. For each training iteration, we need to iterate over the edges in the mini-batch to examine whether they are incident to low-degree nodes. The time complexity of excluding target edges is $O(|E|)$, where $|E|$ is the number of edges in the message passing graph. The time complexity of training in the ExcludeNone(Tr), ExcludeAll and SpotTarget frameworks is similar since the time of additional edge exclusion is much smaller compared with the model training time. The difference of number of edges in the message passing graph only make marginal changes of GNNs training time [2].

### B EXTENDED THEORETICAL ANALYSIS

We first prove theorem 1 on GCN and then extend the proof into general message-passing GNN models.

#### B.1 GCN

**Proof.** Here, we want to prove the when a neighboring edge of a node is removed in the message passing graph only make marginal changes compared with the model training time. The time complexity of training in the SpotTarget frameworks is $O(|E|)$.

According to [22], we have that the partial derivative of $\Psi$ is

$$\frac{\partial \Psi}{\partial \lambda} = \frac{1}{\sqrt{\lambda}}$$

for all $1 \leq \lambda \leq n$. Here $\Psi$ is the set of all $\Lambda + 1$-length random-walk paths on the graph from node $v_k$ to $v_k$, and $p^\Lambda$ represents the $\Lambda$-th node on a specific path $p$. Let $p^0$ and $p^\Lambda$ denote node $i$ and $k$ accordingly.

Excluding one neighboring edges of node $v_k$ would bring two changes: (1) the degree of node $v_k$ will decrease to $d_k - 1$ as one of its neighbors is removed, and (2) There will be less random walk paths from node $v_k$ to $v_k$. $|\Psi| < |\Psi|$. Thus we have

$$1 - \mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right) = 1 - \frac{1}{\sqrt{\lambda}}$$

From [22], we have $\sum_{p=1}^{\psi} \mathbb{E}(\psi \Lambda)^{-1} \frac{\partial}{\partial \lambda} \text{diag}(\Psi_{x,s}) W_{x,s}^\Lambda = 0$ is a constant.

Eq. 2 can rewritten as

$$1 - \mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right) = 1 - \frac{1}{\sqrt{\lambda}}$$

Then we have

$$1 - \mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right) = 1 - \frac{1}{\sqrt{\lambda}}$$

Since if $d_k > d_l$, we can deduce

$$\sqrt{1 - \frac{1}{d_l}} > \sqrt{1 - \frac{1}{d_k}}$$

Thus 1 - $\mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right)$ < 1 - $\mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right)$ and $D(k, l) < D(k, l)$ hold.

Note that our result on FakeEdge is a bit lower than what they report because (1) we use a different split of USAir than theirs because there is no public splits for USAir. (2) For their reported FakeEdge results, they set number of hops to be 2 and hidden channel to be 128, as well as using all training sets. We found this to be extremely computation intensive and cannot be run on larger datasets like Ogbl-Citation2. So in our reported results, we follow the hyperparameters that SEAL uses, namely setting number of hops to be 1 and hidden channel to be 32.

We used a single Nvidia A40 GPU to train the model and repeat our experiments with three different random seeds. The test results are reported on the epoch with the best performance in the validation set.

To get the best effects of our SpotTarget, we exclude all train target edges. As shown in Fig. 4, we have that the partial derivative of $x_k$ to $x_k$ for an $\Lambda$-th layer untrained GCN is

$$\frac{\partial x_k^\Lambda}{\partial x_k^\Lambda} = \sum_{p=1}^{\psi} \frac{1}{d_p} \text{diag}(\Sigma_{x,s}) W_{x,s}^\Lambda$$

for all $1 \leq \lambda \leq n$. Here $\Sigma_{x,s}$ is a diagonal mask matrix representing the activation result, $\Psi$ is the set of all $(\Lambda + 1)$-length random-walk paths on the graph from node $v_k$ to $v_k$, and $p^\Lambda$ represents the $\Lambda$-th node on a specific path $p$. Let $p^0$ and $p^\Lambda$ denote node $i$ and $k$ accordingly.

Since if $d_k > d_l$, we can deduce

$$\sqrt{1 - \frac{1}{d_l}} > \sqrt{1 - \frac{1}{d_k}}$$

Thus 1 - $\mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right)$ < 1 - $\mathbb{E}\left(\frac{\partial \Psi}{\partial \lambda} / \frac{\partial \Psi}{\partial \lambda} \right)$ and $D(k, l) < D(k, l)$ hold.
Figure 3: The average degree change of nodes when excluding training targets. The X axis the degree of the nodes in the sorts, sorted from lowest to highest and the Y axis is the relative changes in degree before and after excluding all of the train target edges in each mini-batch. Lower degree nodes get higher relative degree change, for nodes with degree less than 5, the relative degree change can go as high as 100%.

Figure 4: The performance with varying degree thresholds. We see a U-shape effect, which works best if you only exclude the train target edges \( T_{\text{low}} \). The red star indicates the average degree of the dataset USAir. Empirically, we find empirically selecting the threshold \( \delta \) to be the average degree of the dataset works well.

B.2 GNNs

In the previous section, we have proved that excluding a target edge can cause a larger influence on low-degree nodes than high-degree nodes with the GCN model. In this part, we will prove that Theorem 1 can be extended to general GNN models.

Proof. For general GNNs, the output node features of the \( \Lambda \)-th layer are generated as follows:

\[
x_{k}^{\Lambda+1} = \sigma(W^{\Lambda} \sum_{v_{a} \in N(h)} \alpha_{a,h} x_{a}^{\Lambda})
\]

where \( \alpha \) could be the constant or pre-defined parameters related with graph attributes such as node degrees or the parameters will be learned, such as attention scores. The effect of node \( v_{k} \) on node \( v_{h} \) can be expressed as follows:

\[
E(\frac{\partial x_{h}^{\Lambda}}{\partial x_{k}^{\Lambda}}) = \sigma d_{k} \sum_{v_{a} \in N(h)} \alpha_{a,h} \cdot \text{diag}(\sum_{s} \sigma_{s}) \cdot W^{\Lambda}
\]

For the effect of node \( v_{k} \) after excluding one target edge, the cardinality of the set of \( v_{h} \) neighbor nodes decreases from \( N \) to \( N - 1 \) and the value of \( \alpha \) may also change to \( \hat{\alpha} \).

\[
E(\frac{\partial x_{h,s}^{\Lambda}}{\partial x_{k,t}^{\Lambda}}) = \frac{d_{k} \sum_{v_{a} \in N(h)} \alpha_{a,h} \cdot \text{diag}(\sum_{s} \sigma_{s}) \cdot W^{\Lambda}_{s,t}}{d_{k} \sum_{v_{a} \in N(h)} \alpha_{a,h} \cdot \text{diag}(\sum_{s} \sigma_{s}) \cdot W^{\Lambda}_{s,t}}
\]

If the value of \( \alpha \) is unrelated with the degree of \( v_{h} \), then the theorem holds since \( \alpha = \hat{\alpha} \) the expectation of the ratio is \( \frac{d_{h} - 1}{d_{h}} \). If the value of \( \alpha \propto (d_{h})^{-m} \) then we have the ratio is \( \frac{(d_{h} - 1)(d_{h} - 1)^{-m}}{d_{h}(d_{h} - 1)^{-m}} \). If \( m > -1 \), we still have the theorem holds. To our best knowledge, we do not find the existing GNNs formula with \( \alpha \propto (d_{h})^{m} \) as well as \( m < -1 \), so our theorem should hold for general GNNs. \( \square \)