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ABSTRACT
Online news articles encompass a variety of modalities such as text and images. How can we learn a representation that incorporates information from all these modalities in a compact and interpretable manner, while also being useful in a variety of downstream tasks? Recent advances in Large Language and Vision Models have made it possible to represent image and text data as embeddings, which can then be used to perform downstream tasks. Despite these developments, these embedding models tend to generate high-dimensional embeddings, making them problematic in terms of compactness and interpretability. In this paper, we propose CITEM (Compact Interpretable Tensor graph multi-modal news Embedding), a tensor decomposition framework for compact and interpretable multi-modal news representations.

CITEM generates a tensor graph consisting of a news similarity graph for each modality and employs a tensor decomposition to produce compact and interpretable embeddings, each dimension of which is a heterogeneous co-cluster of news articles and corresponding modalities. Traditional tensor analysis has so far been restricted to transductive learning scenarios (e.g., in the form of semi-supervised learning), but CITEM includes two variants for inductive learning, which essentially allows us to represent unseen news articles. We extensively validate CITEM compared to baselines on two news classification tasks: misinformation news detection and news categorization. The experimental results show that CITEM performs within the same range of AUC as baselines while producing 7× more compact embeddings.
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1 INTRODUCTION
Online news articles contain a variety of modalities such as text, image, and video, that are useful for representing the core content of the news. Given news with those modalities, how can we effectively exploit them to learn concise and interpretable news representations? News representations aim to understand the main contents of news expressed as a real-valued vector and have played a fundamental role in solving a variety of news tasks such as fake/click-bait news classification [1, 6, 31, 40], news recommendation [23, 39, 40], news topic detection [5], and stock trend prediction [13].

With advancements in natural language processing (NLP) techniques, most existing approaches have focused on accurately understanding textual information from news titles and bodies that contain concise and detailed information of key content [23, 39]. Language pre-trained models such as BERT [7] trained with a massive corpus have greatly improved the performance of news embedding. Although many methods with those techniques accurately represent textual information from news, it is still insufficient to make an accurate news representation since news includes various information and different characteristics. Recently, leveraging multiple modalities to represent news has been actively studied with the success of multi-modal learning such as CLIP [28]. Many studies have developed multimodal news representations with various types of information such as category, images, knowledge graph, news relation graph, etc, in addition to text, which effectively enhances news representations [40].

Albeit very powerful and well-performing in a variety of downstream tasks, those state-of-the-art representations are usually high-dimensional with each dimension being disconnected from any semantically meaningful information that can help a practitioner understand, for instance, what features contribute to classifying a particular news article as “clickbait”.
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In this work, we propose CITEM (Compact Interpretable Tensor graph multi-modal news EMbedding), a tensor-based news representation learning framework that effectively combines the information contained in individual modalities employing pre-trained language and vision models, while maintaining clustering-based interpretations for each of the new embedding dimensions, allowing for feature inspection and analysis in downstream tasks (as shown in Fig. 1).

Traditionally, tensor-based methods which lend themselves to interpretability are restricted in the transductive learning setting [9, 10, 44], where representations for labeled and unlabeled instances are computed jointly (which is a typical scenario in Graph Neural Network evaluation as well [45]). In our work, however, we are the first to extend such interpretable tensor decomposition methods to the inductive setting where we can use our embeddings to classify unseen news articles. Our contributions are summarized as follows:

- **Compact & Interpretable News Embedding.** We propose a compact and interpretable news embedding model encoding information from multiple modalities and news relations.
- **Inductive Learning Algorithms.** We propose two variants of inductive learning methods to apply the proposed embedding method to consider unseen news.
- **Experiments.** Extensive experiments on five real-world datasets demonstrate that CITEM shows similar performances compared to baselines with 29.8x smaller embedding sizes.

The rest of this paper is organized as follows. In Sec. 2, we introduce the preliminaries of CITEM. In Sec. 3, we propose CITEM. We present experimental results in Sec. 4 and describe related works in Sec. 5. We summarize the key points and results of our paper in Sec. 6. The source code and datasets used in this paper are available at https://anonymous.4open.science/r/CITEM.

2 PRELIMINARIES

We introduce preliminaries including tensor decomposition and transductive and inductive learning.

2.1 Tensor Methods

Tensors are defined as multi-dimensional arrays that generalize one-dimensional arrays (or vectors) and two-dimensional arrays (or matrices) to higher dimensions. The dimension of a tensor is referred to as its order or mode; the length of each mode is called “dimensionality”. We use boldface Euler script letters (e.g., $X$) to denote tensors, boldface capitals (e.g., $A$) to denote matrices, and boldface lower cases (e.g., $a$) to denote vectors. We denote the $i$-th row vector as $a_i$ and $i$-th column vector as $a^i$.

Tensor Decomposition methods are a popular tensor mining tool to discover underlying low-dimensional patterns in the tensor. CANDECOMP/PARAFAC (CP) decomposition model [2] which decomposes a tensor into a sum of rank-one components [15], is one of the most famous models because it is straightforward to analyze the underlying patterns.

**Definition 1 (CANDECOMP/PARAFAC (CP) Decomposition).** Given a third-order tensor $X \in \mathbb{R}^{I \times J \times K}$ and a rank $R$, CP decomposition approximates $X$ to find factor matrices $\{A \in \mathbb{R}^{I \times R}, B \in \mathbb{R}^{J \times R}, C \in \mathbb{R}^{K \times R}\}$ that minimize:

$$\min ||X - \tilde{X}|| \text{ where } \tilde{X} = \sum_{r=1}^{R} a_r \circ b_r \circ c_r. \quad (1)$$

Note that $\circ$ represents an outer product and $a_r \in \mathbb{R}^I$ is a $r$th column factor of $A$ (similarly for $b_r \in \mathbb{R}^J$ and $c_r \in \mathbb{R}^K$). There are two ways to explain factor matrices in terms of their rows and columns. Each factor matrix is an embedding matrix corresponding to each mode, and each row of the factor matrix represents an embedding of an entity in that mode. For example, the row factor vector $a_{r_i}$ of the factor matrix $A$ is the $r_i$th entity embedding of the first mode. Each column of each factor matrix represents each feature of the embedding. What each feature means can be described as a hidden concept representing an entity’s underlying relationship across different modes in a given tensor. For example, the $r$th rank-$1$ component $a_r \circ b_r \circ c_r \in \mathbb{R}^{I \times J \times K}$ corresponds to the $r$th hidden concept.

We order values in each column of each factor matrix and identify which entities are strongly associated with the given concept. With this interpretable property of CP decomposition, we are able to describe each dimension of the representation by identifying latent clusters while other news embedding models are not interpretable due to their semantically irrelevant high dimensions.

2.2 Inductive & Transductive Learning

In inductive learning, we train a model based on a training dataset that we already have and predict labels of a dataset that has never been seen before with the trained model. On the other hand, the goal of transductive learning is to train a model by leveraging information from unlabeled test data, resulting in better predictive performance. However, the model cannot classify new datasets after the model has been trained. Inductive learning methods are preferred over transductive learning methods [43] for news application tasks since embedding newly-uploaded news with a trained model is desirable rather than re-learning the whole data whenever new data are generated.

Tensor decomposition methods have been inherently restricted to transductive learning scenarios [9, 10, 44]. When new datasets become available, we have to decompose tensors made with existing and new datasets, which is not practical for news embedding when the existing datasets are large. Hence, we propose two variants of inductive learning algorithms which do not decompose an entire of existing datasets.

3 PROPOSED METHOD

We propose CITEM (Compact Interpretable Tensor graph multi-modal news EMbedding) which 1) effectively expresses multi-modal information of news, 2) explains each dimension of the news embedding with latent clusters of news, and 3) allows inductive learning for new unseen data. Fig. 1 illustrates the main ideas of CITEM and we describe each of the steps in detail below.

3.1 Compact & Interpretable News Embeddings

In this section, we describe how we fuse embeddings—each corresponding to different news modalities from multiple pre-trained models—into a single compact and interpretable embedding. We first extract the title and the top image from each of the $N$ news
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Figure 1: Illustration of main ideas of CITEM. We extract multiple textual and visual features from news via various pre-trained models. We convert each feature space into a graph and stack them into a tensor. With non-negative symmetric CPD, we decompose the given tensor to obtain compact, interpretable embeddings where each dimension is interpretable with regard to each modality and news relations.

articles. We then compute multiple text (title) and image (top image) embeddings from each article using different types of language and vision models, which allows for more accurate and discriminative news article representations even without fine-tuning the models. More specifically, text features extracted via the $f(1 \leq f \leq L)$th language model for all $N$ articles are denoted as $\mathbf{U}^{(f)} \in \mathbb{R}^{N \times d_f}$ where $d_f$ is an embedding dimension size fixed by the given model. Image features extracted via the $v(1 \leq v \leq V)$th vision model for all $N$ articles are denoted as $\mathbf{V}^{(v)} \in \mathbb{R}^{N \times d_v}$. However, these text and image feature vectors are embedded in different feature spaces since different pre-trained models have been trained with different data and learning methods and may have different embedding sizes.

This raises a question: how can we represent each representation in the same space without losing the rich information obtained from pre-trained models? The common intermediate representation we choose is a similarity graph, where nodes represent news articles and edge weights are similarities between the news representations produced by each embedding model. We then calculate the pairwise cosine similarity between each embedded news vector to produce similarity graphs $\mathbf{X}^{(f)} = \mathbf{U}^{(f)} \mathbf{U}^{(f)\top}$ and $\mathbf{X}^{(v)} = \mathbf{V}^{(v)} \mathbf{V}^{(v)\top}$. Next, we stack all graphs and build a multi-modal tensor graph or multi-layer graph $\mathbf{X} \in \mathbb{R}^{N \times N \times K}$ where $K = L + V$. Extensive prior work [9, 24] has demonstrated that tensor analysis in such multi-layer graphs, where there is an expectation of overlapping yet not entirely identical structure across different graphs, can yield expressive representations where each latent factor corresponds to a co-cluster of news articles and different modalities [25].

The multi-modal tensor graph we form is symmetric with respect to the first and the second modes and is non-negative. As such, we impose two constraints on the CP decomposition: 1) symmetry—the first and the second factor matrix are identical, and 2) non-negativity—all factor matrices are non-negative. The above constraints result in a non-negative symmetric CP decomposition (NS-CPD), which allows us to generate compact and interpretable multi-modal news embeddings given a multi-modal tensor graph. Given a third-order multi-modal tensor graph $\mathbf{X} \in \mathbb{R}^{N \times N \times K}$ and a rank $R$, the NS-CPD approximates $\mathbf{X}$ to find factor matrices $\{\mathbf{A} \in \mathbb{R}^{N \times R}, \mathbf{C} \in \mathbb{R}^{K \times R}\}$ that solves:

$$
\min_{\hat{\mathbf{X}}} \|\mathbf{X} - \hat{\mathbf{X}}\|_F \quad \text{subject to} \quad \mathbf{X} = \mathbf{A} \mathbf{C}^\top \mathbf{A}^\top
$$

The $n$th row vector of factor matrix $\mathbf{A}$ corresponds to the $n$th news embedding whose dimensions are co-clustered with other news entities. The $k$th row vector of factor matrix $\mathbf{C}$ corresponds to a representation of the $k$th pre-trained model, which indicates its influence on each dimension of the news embedding. This allows us to identify which modality or model significantly influences each dimension of the news embedding. We use the Adam [14] optimizer to compute the factor matrices.

3.2 Transductive & Inductive Learning

In this section, we discuss how we extend CITEM from transductive learning to inductive learning as shown in Fig. 2.

3.2.1 Transductive Learning. As we mention in Sec. 1, CPD-based tensor decomposition methods, even though it lends themselves to well-performing and interpretable representations, they have traditionally been restricted to transductive scenarios [10], where we decompose labeled and unlabeled data points into the same set of factors. However, when an unseen data point arrives, transductive-only models are not able to properly handle it. The reason behind this is that the computed factors do not define a projection to the embedding space as one would expect from matrix methods such as Singular Value Decomposition (SVD) [12] or even Tucker-based tensor methods [36] where the computed factors are proper projector matrices but do not define a set of interpretable latent factors but merely model the subspaces of the tensor [15].

We introduce CITEM where we assume that we have both training and test datasets already observable except labels of a test dataset. We build a tensor graph with both training and test dataset and decompose it together as shown in Fig. 2(a). We obtain embeddings from NS-CPD and we split them into training and test set when we obtain few labels. This embedding model takes advantage of information from data points in test dataset but not from labels such that it would show an inflated performance. However, in this...
transductive setting, the embedding model can not be used for additional unseen data points. In this section, we introduce two inductive variants that allow us to use our interpretable latent factor-based embeddings for unseen data.

### 3.2.2 Inductive Learning Variant 1: Matching Anchor Points

We propose CITEM-I1 which exploits anchor points as shown in Fig. 2(b). Assume that we construct a training tensor, decompose it, obtain training embeddings, and train a classifier for a given task. When we receive test datasets, we obtain test embeddings by following the same process as above. However, we can not directly use test news embeddings since their dimensions are not aligned since NS-CPD is unique up to component permutations. To address this issue, we carefully initialize test factor matrices from training factor matrices with anchor points. In the training phase, we obtain a news factor matrix $A \in \mathbb{R}^{N \times R}$ and a modality factor matrix $C \in \mathbb{R}^{K \times R}$ from a training tensor $X$ via NS-CPD. In the inference phase, we use anchor points $P_a = \{p | 1 \leq p \leq N \}$ that overlapped data points in training and test datasets to match the dimensions of training and test factors. We randomly sample anchor points of training datasets and make a new test dataset by adding anchor points. Hence, we build a new test tensor graph $Y \in \mathbb{R}^{M' \times M' \times K}$ where $M = M' + P$ and $M'$ is the original number of test news and obtain a news factor matrix $B \in \mathbb{R}^{M' \times R}$ and a modality factor matrix $D \in \mathbb{R}^{K \times R}$. Before decomposing $Y$, we initialize $D$ with $C$. Also, we initialize a test news embedding corresponding to anchor points $B \in \mathbb{R}^{P \times R}$ with a training news embedding corresponding to anchor points $A \in \mathbb{R}^{P \times R}$. With this method, whenever we receive test datasets, we do not need to decompose again about whole training news datasets but care about test datasets and anchor datasets.

### 3.2.3 Inductive Learning Variant 2: Projection

We propose CITEM-I2 which transforms the tensor into compact embedding with results of training datasets without tensor decomposition as shown in Figure 2(c). We create a training tensor graph $X \in \mathbb{R}^{N \times N \times K}$ and decompose it to obtain training factor matrices $A$ and $C$. We create a test tensor graph $Y \in \mathbb{R}^{M \times N \times K}$ by calculating a similarity between the training and test dataset. Note that the first mode indicates test data and the second one indicates existing training data. Each $m$th piece of news $Y_m \in \mathbb{R}^{N \times K}$ represents similarity between $m$th test news and all training news with regard to $K$ views.

Then we exploit training factor matrices $A$ and $C$ to create test news embeddings without decomposing the test tensor. Our goal is to acquire a test factor matrices $B \in \mathbb{R}^{M \times R}$. The $m$th news embedding $b_m$ is generated as follows:

$$b_m = \text{colsum}(E_m) \text{ where } E_m = A^\dagger Y_m C$$

where $\text{colsum}(\cdot)$ denotes a column-wise summation.

## 4 EXPERIMENTS

We perform experiments to answer the following questions.

**Q1 Overall Performance (Sec. 4.2).** How accurately does CITEM perform in news downstream tasks?

**Q2 Compactness (Sec. 4.3).** How compact are CITEM embeddings?

**Q3 Interpretability (Sec. 4.4).** Can CITEM produce interpretable results?

**Q4 Inductive Learning (Sec. 4.5).** How do the two inductive variants behave differently?

### 4.1 Experimental Settings

We evaluate CITEM on two news-related downstream tasks: misinformation news detection and news categorization. We describe experimental settings for datasets, baselines, metrics, and hyperparameters. Note that all experiments are conducted on a machine equipped with an AMD Ryzen CPU and an NVIDIA RTX A6000.

#### 4.1.1 Dataset

We evaluate the performance of CITEM and baselines on five real-world datasets. All datasets except for News Category are related to misinformation detection tasks. We construct a multi-modal tensor graph with five pre-trained models to extract six different feature vectors as described in Sec. 4.1.2. The first and the second modes of the tensor represent news entities while the last mode represents modalities.

- **Fakeddit**\(^1\) [21]: multi-modal fake news benchmark dataset, providing text and image data and fine-grained fake news labels. We sample 10 percent of the dataset and make 13,633 samples which have 8,249 real news and 5,384 fake news. We construct the tensor of size $13,633 \times 13,633 \times 6$.

- **GossipCop**\(^2\) [32–34]: fake news benchmark dataset about celebrity gossip including 16,817 real and 5,323 fake news articles. We sample 30 percent of the real articles (5,045 articles) to create a balanced dataset. We then construct a tensor of size $10,368 \times 10,368 \times 6$.

\(^1\)https://github.com/entitize/Fakeddit

\(^2\)https://github.com/KaiDMML/FakeNewsNet
• Politifact\textsuperscript{2} \cite{32–34}: fake news benchmark dataset about politicians’ statements including 625 real and 432 fake news articles. We construct the tensor of size $1,056 \times 1,056 \times 6$.
• Seekr\textsuperscript{3}: click-bait news dataset with 1,148 click-baits and 4,563 non-click-baits collected from Seekr—a news aggregator that rates the credibility of articles. We construct a tensor graph of size $5,711 \times 5,711 \times 6$.
• News Category\textsuperscript{4} \cite{20}: HuffPost news dataset from 2010 to 2022, containing 38 different topics. We sample datasets with 15 categories for labels and sample 10 percent of the original datasets. We construct a tensor graph of size $9,976 \times 9,976 \times 3$.

Each dataset is randomly split into training and test sets with an 8:2 split ratio for classification tasks.

4.1.2 Pre-trained models. We utilize five pre-trained language and vision models to extract text and image features from news articles. Note that we extract both text and image features from CLIP, a multi-modal model. We use Hugging Face’s\textsuperscript{5} implementations for our experiments.

• SBERT\textsuperscript{6} \cite{29} is a language model and a variant of BERT [7] that specializes in generating sentence embedding. It generates 768-dim. text embeddings.
• BART\textsuperscript{7} \cite{17} is a language model specialized in handling complicated language tasks (e.g., text summarization). It generates 768-dim. text embeddings.
• ResNet\textsuperscript{8} \cite{11} is a vision model commonly used for various image-related tasks. It generates 2,048-dim. image embeddings.
• ViT\textsuperscript{9} \cite{8} is a vision transformer model that leverages a transformer architecture for image classification. It generates 768-dim. image embeddings.
• CLIP\textsuperscript{10} \cite{28} is a multi-modal model trained on a variety of image and text pairs. It generates 512-dim. text and image embeddings.

4.1.3 Baselines. We describe various baselines to evaluate our proposed method.

• CONCAT-Text: 2,048-dim. text embeddings from SBERT, BART, and CLIP models concatenated together.
• CONCAT-Img: 3,328-dim. image embeddings from ViT, ResNet, and CLIP models concatenated together.
• CONCAT-Both: 5,376-dim. text and image embeddings from all six models concatenated together.
• CONCAT-PCA: 768-dim. text and image embeddings obtained from applying Principal Component Analysis (PCA) on CONCAT-Both.
• CPD: standard CP decomposition with Alternating Least Square (ALS) optimization.

RESCAL \cite{22}: symmetric Tucker with L2 regularization optimized via Adam.
• CAFE \cite{3}: a state-of-the-art method in misinformation detection where it learns cross-modal and unimodal features by estimating the divergence of different types of modality. For a fair comparison, we replace the feature extractor models in the original paper with the pretrained models in Sec. 4.1.2.

4.1.4 Metrics. We use the following five metrics: accuracy, recall, precision, F1-score, and Area under the curve (AUC) for fake/clickbait classification tasks and Accuracy, Micro-Recall, Micro-Precision, Micro-F1 score, and Micro AUC for news category classification.

4.1.5 Hyper-parameters. We vary the embedding size (rank), ranging from 32 to 2024. We fix a learning rate of 0.001 and a weight decay of 0.001. We employ a Logistic Regression (LR) model as the downstream classifier to evaluate the performance of downstream tasks. This choice is motivated by two reasons: 1) we focus on news embedding models rather than complex nonlinear classifiers, and 2) we can easily identify the influential dimensions of embeddings through the weight of linear classifiers.

4.2 Classification Performance

We show performance comparisons in Table 1. We can see that CITEM performs on par with the best-performing methods. We must note here that our goal is not necessarily to beat the best-performing method but to perform comparably to it, since this indicates that CITEM is able to successfully distill the multi-modal information in a compact and effective manner while allowing for intuitive interpretations of the newly computed embedding dimensions.

CONCAT-Both demonstrates that incorporating multi-modal information is crucial for accurately representing news, rather than relying solely on uni-modal information. The embeddings generated by CPD and RESCAL are smaller in size while showing good performance but are not as interpretable as the proposed method because the embeddings are non-negative. Note that CAFE is trained with a supervised learning method, unlike all other baselines including the proposed method are unsupervised learning methods.

4.3 Compactness

Fig. 3 demonstrates the compactness of CITEM for news embedding. We investigate the compactness of the proposed method while adjusting embedding sizes (rank) ranging from 32 to 2024 as shown in Fig. 3. The AUC of CITEM increases as the rank size increases. For the Politifact dataset, CITEM achieves the highest AUC of baselines with 256 embedding size, which is 21× smaller than CONCAT-Both.

4.4 Interpretability

We examine each dimension of news embedding to analyze the interpretability of CITEM. We discover important dimensions of news embedding based on intercepts and coefficients of a logistic regression model. After training the logistic regression model, we compute an influence score $|a_n \cdot w^l + d^l|$ with the nth news embedding $a_n$ and corresponding coefficients $w^l$ of a label l and an intercept $d^l$. With the highest influence scores, we find the top-k influential dimensions of nth embeddings from model decisions.

\textsuperscript{2}https://github.com/KaiDMML/FakeNewsNet
\textsuperscript{3}https://www.seekr.com/
\textsuperscript{4}https://www.kaggle.com/datasets/rmisra/news-category-dataset
\textsuperscript{5}https://huggingface.co/
\textsuperscript{6}https://huggingface.co/sentence-transformers/all-mpnet-base-v2
\textsuperscript{7}https://huggingface.co/facebook/bart-large
\textsuperscript{8}https://huggingface.co/microsoft/resnet-50
\textsuperscript{9}https://huggingface.co/google/vit-base-patch16-224
\textsuperscript{10}https://huggingface.co/sentence-transformers/clip-ViT-B-32
Table 1: Performance comparison on news downstream tasks. Note that the best method is in bold, and the second-best method is underlined. CITEM produces a compact embedding by integrating different modalities and interpretable embedding due to its non-negativity.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Model</th>
<th>Size</th>
<th>Acc.</th>
<th>Rec.</th>
<th>Prec.</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fakeddit</td>
<td>CONCAT-TEXT</td>
<td>2,048</td>
<td>0.841</td>
<td>0.774</td>
<td>0.824</td>
<td>0.798</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td>CONCAT-IMG</td>
<td>3,328</td>
<td>0.817</td>
<td>0.789</td>
<td>0.767</td>
<td>0.778</td>
<td>0.901</td>
</tr>
<tr>
<td></td>
<td>CONCAT-BOTH</td>
<td>5,376</td>
<td>0.881</td>
<td>0.857</td>
<td>0.859</td>
<td>0.853</td>
<td><strong>0.955</strong></td>
</tr>
<tr>
<td></td>
<td>CONCAT-PCA</td>
<td>768</td>
<td>0.877</td>
<td>0.844</td>
<td>0.853</td>
<td>0.848</td>
<td>0.952</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>768</td>
<td>0.881</td>
<td>0.844</td>
<td>0.862</td>
<td>0.853</td>
<td>0.948</td>
</tr>
<tr>
<td></td>
<td>RESCAL</td>
<td>256</td>
<td>0.875</td>
<td>0.841</td>
<td>0.850</td>
<td>0.846</td>
<td>0.940</td>
</tr>
<tr>
<td></td>
<td>CAFE</td>
<td>96</td>
<td><strong>0.897</strong></td>
<td><strong>0.882</strong></td>
<td><strong>0.861</strong></td>
<td><strong>0.872</strong></td>
<td>0.894</td>
</tr>
<tr>
<td></td>
<td>CITEM</td>
<td>768</td>
<td>0.869</td>
<td>0.827</td>
<td>0.848</td>
<td>0.837</td>
<td>0.945</td>
</tr>
<tr>
<td>GossipCop</td>
<td>CONCAT-TEXT</td>
<td>2,048</td>
<td>0.811</td>
<td>0.765</td>
<td>0.792</td>
<td>0.779</td>
<td>0.886</td>
</tr>
<tr>
<td></td>
<td>CONCAT-IMG</td>
<td>3,328</td>
<td>0.740</td>
<td>0.601</td>
<td>0.749</td>
<td>0.667</td>
<td>0.829</td>
</tr>
<tr>
<td></td>
<td>CONCAT-BOTH</td>
<td>5,376</td>
<td>0.854</td>
<td>0.812</td>
<td><strong>0.845</strong></td>
<td><strong>0.828</strong></td>
<td><strong>0.922</strong></td>
</tr>
<tr>
<td></td>
<td>CONCAT-PCA</td>
<td>768</td>
<td>0.853</td>
<td>0.809</td>
<td>0.844</td>
<td>0.826</td>
<td>0.918</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>512</td>
<td>0.845</td>
<td>0.814</td>
<td>0.825</td>
<td>0.820</td>
<td>0.905</td>
</tr>
<tr>
<td></td>
<td>RESCAL</td>
<td>512</td>
<td>0.830</td>
<td>0.771</td>
<td>0.826</td>
<td>0.797</td>
<td>0.898</td>
</tr>
<tr>
<td></td>
<td>CAFE</td>
<td>96</td>
<td><strong>0.865</strong></td>
<td><strong>0.903</strong></td>
<td>0.771</td>
<td><strong>0.832</strong></td>
<td>0.873</td>
</tr>
<tr>
<td></td>
<td>CITEM</td>
<td>768</td>
<td>0.844</td>
<td>0.789</td>
<td>0.841</td>
<td>0.814</td>
<td>0.903</td>
</tr>
<tr>
<td>PolitiFact</td>
<td>CONCAT-TEXT</td>
<td>2,048</td>
<td>0.915</td>
<td>0.884</td>
<td>0.905</td>
<td>0.894</td>
<td>0.965</td>
</tr>
<tr>
<td></td>
<td>CONCAT-IMG</td>
<td>3,328</td>
<td>0.736</td>
<td>0.395</td>
<td>0.895</td>
<td>0.548</td>
<td>0.786</td>
</tr>
<tr>
<td></td>
<td>CONCAT-BOTH</td>
<td>5,376</td>
<td>0.934</td>
<td>0.884</td>
<td>0.950</td>
<td>0.916</td>
<td>0.973</td>
</tr>
<tr>
<td></td>
<td>CONCAT-PCA</td>
<td>768</td>
<td>0.934</td>
<td>0.884</td>
<td>0.950</td>
<td>0.916</td>
<td>0.973</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>64</td>
<td>0.943</td>
<td><strong>0.930</strong></td>
<td>0.930</td>
<td>0.930</td>
<td>0.971</td>
</tr>
<tr>
<td></td>
<td>RESCAL</td>
<td>256</td>
<td>0.934</td>
<td>0.884</td>
<td>0.950</td>
<td>0.916</td>
<td>0.976</td>
</tr>
<tr>
<td></td>
<td>CAFE</td>
<td>96</td>
<td>0.906</td>
<td>0.880</td>
<td>0.880</td>
<td>0.880</td>
<td>0.902</td>
</tr>
<tr>
<td></td>
<td>CITEM</td>
<td>256</td>
<td><strong>0.953</strong></td>
<td><strong>0.930</strong></td>
<td><strong>0.952</strong></td>
<td><strong>0.941</strong></td>
<td><strong>0.977</strong></td>
</tr>
<tr>
<td>Seekr</td>
<td>CONCAT-TEXT</td>
<td>2,048</td>
<td>0.818</td>
<td>0.255</td>
<td>0.727</td>
<td>0.378</td>
<td>0.791</td>
</tr>
<tr>
<td></td>
<td>CONCAT-IMG</td>
<td>3,328</td>
<td>0.799</td>
<td>0.117</td>
<td>0.733</td>
<td>0.202</td>
<td>0.660</td>
</tr>
<tr>
<td></td>
<td>CONCAT-BOTH</td>
<td>5,376</td>
<td>0.822</td>
<td>0.255</td>
<td>0.774</td>
<td>0.384</td>
<td>0.776</td>
</tr>
<tr>
<td></td>
<td>CONCAT-PCA</td>
<td>768</td>
<td>0.815</td>
<td>0.266</td>
<td>0.694</td>
<td>0.385</td>
<td>0.766</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>256</td>
<td>0.827</td>
<td>0.330</td>
<td>0.721</td>
<td><strong>0.453</strong></td>
<td>0.767</td>
</tr>
<tr>
<td></td>
<td>RESCAL</td>
<td>512</td>
<td>0.822</td>
<td>0.213</td>
<td><strong>0.870</strong></td>
<td>0.342</td>
<td><strong>0.792</strong></td>
</tr>
<tr>
<td></td>
<td>CAFE</td>
<td>96</td>
<td>0.802</td>
<td><strong>0.696</strong></td>
<td>0.188</td>
<td>0.296</td>
<td>0.752</td>
</tr>
<tr>
<td></td>
<td>CITEM</td>
<td>256</td>
<td><strong>0.831</strong></td>
<td>0.287</td>
<td>0.818</td>
<td>0.425</td>
<td>0.772</td>
</tr>
<tr>
<td>News Category</td>
<td>CONCAT-TEXT</td>
<td>2,048</td>
<td>0.741</td>
<td>0.741</td>
<td>0.741</td>
<td>0.741</td>
<td>0.969</td>
</tr>
<tr>
<td></td>
<td>CONCAT-IMG</td>
<td>3,328</td>
<td>0.615</td>
<td>0.615</td>
<td>0.615</td>
<td>0.615</td>
<td>0.930</td>
</tr>
<tr>
<td></td>
<td>CONCAT-BOTH</td>
<td>5,376</td>
<td><strong>0.769</strong></td>
<td><strong>0.769</strong></td>
<td><strong>0.769</strong></td>
<td><strong>0.769</strong></td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>CONCAT-PCA</td>
<td>768</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.767</td>
<td>0.972</td>
</tr>
<tr>
<td></td>
<td>CPD</td>
<td>256</td>
<td>0.741</td>
<td>0.741</td>
<td>0.741</td>
<td>0.741</td>
<td>0.956</td>
</tr>
<tr>
<td></td>
<td>RESCAL</td>
<td>512</td>
<td>0.756</td>
<td>0.756</td>
<td>0.756</td>
<td>0.756</td>
<td><strong>0.973</strong></td>
</tr>
<tr>
<td></td>
<td>CITEM</td>
<td>768</td>
<td>0.752</td>
<td>0.752</td>
<td>0.752</td>
<td>0.752</td>
<td>0.968</td>
</tr>
</tbody>
</table>

Figure 3: The AUC of CITEM according to the different embedding sizes (rank). As the rank size increases, the AUC increases. However, it performs well at embedding sizes 512 and 768 (10.5x and 7x smaller than the size of CONCAT-BOTH).
We then identify which dimensions correspond to which modalities based on multi-view embedding C. Fig. 4 illustrates interpretation of dimensions from CITEM on News Category dataset. Given a news article, we select the top-5 influential dimensions and display each of their representative articles.

### 4.5 Inductive Learning

Table 2: An AUC of the transductive and inductive variants of CITEM. We find that CITEM-I2 is highly effective and is able to match the performance of the transductive CITEM in most cases, and even exceed it (in the case of the Seekr and News Category datasets).

<table>
<thead>
<tr>
<th>Model</th>
<th>CITEM</th>
<th>CITEM-I1</th>
<th>CITEM-I2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fakeddit</td>
<td>0.945</td>
<td>0.468</td>
<td>0.939</td>
</tr>
<tr>
<td>GossipCop</td>
<td>0.907</td>
<td>0.868</td>
<td>0.895</td>
</tr>
<tr>
<td>PolitiFact</td>
<td>0.979</td>
<td>0.960</td>
<td>0.977</td>
</tr>
<tr>
<td>Seekr</td>
<td>0.788</td>
<td>0.738</td>
<td>0.802</td>
</tr>
<tr>
<td>News Category</td>
<td>0.970</td>
<td>0.959</td>
<td>0.971</td>
</tr>
</tbody>
</table>

We compare the AUC score of a transductive method to two inductive variants as shown in Table 2. CITEM-I2 performs better than the CITEM-I1 since when we decompose the training and testing dataset separately, even in the presence of anchor points, there may be cases where the two decompositions have extracted non-fully-intersecting set of components, which can ultimately result in noisy features.

### 5 RELATED WORK

We review previous work on news embedding models with regard to types of information and their applications. Online news has become so popular that people are exposed to it every day and is so fast and massive that it is difficult to recommend news to individuals. Due to this problem, news recommendations have had attention, and news modeling methods have been greatly improved recently [40] since news embedding where its goal is to learn the main content of the news is an essential step for accurate news recommendations. Natural language processing (NLP) techniques have been incredibly successful in many fields, numerous methods employed pre-trained language models to encode textual information such as headlines and bodies consisting of the key contents of news articles [16, 18, 23, 39].

For news recommendations, Okura et al. [23] exploited a body of news to represent news; Ma et al. [19] proposed a news network embedding containing semantic features and the relationship between news and its event elements; Liu et al. [18] proposed a news embedding based on a document level exploiting title and body. To enhance news embedding, many methods actively incorporated various information from the news. Wang et al. [38] proposed a knowledge-aware recommendation method exploiting text entities to learn common sense and knowledge information. Santosh et al. [30] utilized news-news relatedness in addition to titles, bodies, and categories. Also, several methods exploited categories and topics categories [26, 30, 37, 39] and leverage visual information [41, 42] in addition to text information. Recently, various methods attempted to exploit different types of information such as tags [41], sentiment [37], popularity [4], and temporal and spatial information [27, 35, 42] to understand the characteristics of news better. However, those approaches are not easily interpretable.

### 6 CONCLUSION

We propose CITEM, a tensor-based framework for multi-modal news representation. With non-negative symmetric CPD, CITEM successfully integrates multi-modal information extracted from pre-trained models into compact embeddings that are interpretable with regard to related articles based on their modalities. CITEM is effective in the transductive setting, where we can compute a decomposition across all of the articles at training time. However, this case is not always realistic, so we propose two variants of CITEM for the more realistic inductive setting: CITEM-I1 and CITEM-I2. This allows us to embed articles unseen at training time and, in the case of CITEM-I2, maintain similar performance to the transductive variant. Our experimental results show that CITEM is up to 7× more compact than baselines while achieving similar performance. We further develop the framework with end-to-end training, which can be subsequently applied to specific downstream tasks.
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