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ABSTRACT
In recent years, creating and managing knowledge bases have become crucial to the retail product and enterprise domains. We present an automatic knowledge base construction system that mines data from documents. This system can generate training data during the training process without human intervention. Therefore, it is domain-agnostic trainable using only the target domain text corpus and a pre-defined knowledge base. This system is called OASYS and is the first system built with the Korean language in mind. In addition, we also have constructed a new human-annotated benchmark dataset of the Korean Wikipedia corpus paired with a Korean DBpedia to aid system evaluation. The system performance results on human-annotated benchmark test dataset are meaningful and show that the generated knowledge base from OASYS trained on only auto-generated data is useful. We provide both a human-annotated test dataset and an auto-generated dataset.1
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1 INTRODUCTION
In the past decade, Bing, Google [3], and Apple [13] have successfully constructed large-scale knowledge bases (KB) for search and question answering. More recently, the knowledge base construction has expanded to a wider range of domains. In the retail product domain, Amazon [4] has proposed AutoKnow which is a self-driving system for building a product KB. Meanwhile, Walmart and Alibaba have also built and used product graphs. Rich product knowledge can significantly improve product search, recommendation, and navigation experiences. In the enterprise domain, Microsoft [1] presented an automatic knowledge base construction system without enterprise customization. Since the enterprise domain does not require extreme accuracy like other search engines, it can build fully automatic systems that rely heavily on NLP techniques. This system helps employees better find and explore domain knowledge. As KB are used in more and more domains, there is growing interest in constructing KB with minimal human intervention.

In this paper, we present a domain-agnostic knowledge base construction system, which automatically extracts knowledge from documents. This system, which we call OASYS, relies on self-supervised learning and distant supervision to alleviate the burden of manual training data creation while all processes including data generation and model training are performed together during training. Therefore, it only needs the target domain text corpus and pre-defined KB for training and is domain-agnostic trainable.

OASYS consists of two main components: 1) the entity linking component and 2) the relation extraction component. The entity linking component, called the entity linker (EL), processes named entity disambiguation. Moreover, the relation extraction component, called the relation extractor (RE), extracts relational information between entity pairs. These respective components are applied sequentially to allow OASYS to extract RDF triples (subject, predicate, object) from raw texts. For example, given the sentence “Robert Downey Jr. starred in Avengers: Endgame." EL extracts “Robert Downey Jr.” as an entity ID and “Avengers: Endgame” as another entity ID in pre-defined KB. Then, RE takes the information and identifies “starred_in” as the relation in between “Robert Downey Jr.” and “Avengers: Endgame” entities.

To be specific, OASYS has essential three features. 1) First, OASYS performs the data generation processes that automatically extract labeled data for training without human intervention. EL is a self-supervised training system that performs both data generation and model training processes. For automatic training data generation, EL constructs a sub-graph from all combinations of entity candidates and computes the number of respective connections. Afterward, EL selects the most connected entity to tag the label. Entities extracted in this way have a very low error rate. RE uses distant supervision to generate labels automatically. Though the distant supervision does not require large amounts of manual annotations, it yields highly incomplete and noisy data. To alleviate this problem, RE adopts a multi-instance multi-label learning method. 2) As a second feature, OASYS fuses the NLP models and the structured information of the pre-defined KB to improve the system performance. NLP models which extract information from raw texts have limited use since few models can achieve meaningful precision for serving application service. Thus, EL uses results from both the logical sub-graph-based entity linker and the context-based entity linker in the entity disambiguation method. In addition, RE uses...
Triple Validation that can filter out non-sense triples that do not exist in the pre-defined KB. 3) A third feature is that while most of knowledge base construction systems support the English language, OASYS is the first automatic knowledge base construction system for the Korean language. For evaluating system performance in the Korean language, we provide a new human-annotated benchmark dataset of the Korean Wikipedia corpus each paired with a Korean DBpedia [8]. Moreover, we also provide a dataset of over 458K automatically generated data for model training in OASYS. This dataset, with triple and sentence pairs, are essential for a variety of NLP problems, included relation extraction, question answering, and knowledge base-to-text generation.

Our contributions are summarized as follows:

1) OASYS is an automatic knowledge base construction system that extracts RDF triples from a raw text. It consists of two main components: EL and RE, which fuses deep learning models and structured knowledge information to improve system performance. Moreover, both components can automatically generate labeled training data relying on self-supervised learning and distant supervision. Therefore, OASYS is a domain-agnostic trainable system that requires only a target domain text corpus and a pre-defined KB.

2) OASYS is also the first system to build a KB in the Korean language. However, there is no Korean benchmark dataset to evaluate the system. Therefore, we present these new Korean benchmark datasets with a human-annotated test dataset for system evaluation and future research on a variety of Korean NLP tasks.

2 System Architecture - OASYS

In this section, we describe the entire structure of OASYS architecture. OASYS, the knowledge base construction pipeline system, is a domain-agnostic trainable system, where all processes in the system, containing data generation and model training, are automatically executed. Whenever a demand for the new knowledge base construction system is required, we simply apply the autotraining process and we could construct the new knowledge base construction system. OASYS extracts KB from the text; whenever the new texts like enterprise documents or news articles are published, OASYS links the entities and extracts valid relations from all linked entity pairs in the text. OASYS consists of two main components: EL and RE. As each component is a delicately designed, data generation and model learning processes can be executed independently. When a raw text and existing KB are given, each component generates its own appropriate data. EL learns the task of detecting entities in existing KB from raw text through a self-supervised learning technique. RE creates data for training through distant supervision method. To improve the quality of data generated by distant supervision, we first tag the entity information to the corpus using EL, which is trained in advance, and then we generated the data for RE using the entity-tagged text and the existing KB. After both components have been trained, we put them into one single pipeline system. OASYS, which extracted new triples from raw texts. At First, OASYS receives raw text as input, tokenizes it for easy analysis, and adds useful information. This processing contains some tasks such as word tokenizing, POS tagging, dependency parsing and so on. EL takes the parsed input data, finds all entity spans that appear in the text and connects them to unique entity identities in KB. This entity information is appended to the parsed input data and passed to the following component, the RE. RE takes the entity tagged data and extracts valid relation between all entity pairs. The valid triples extracted through OASYS are added to the existing KB to enrich them. The overall OASYS system architecture is depicted in Fig. 1. The following sub-sections describe the detailed architecture of respective components.

2.1 Entity Linker

Before starting this section, we define the recognized phrase of entity name as an entity name span, the unique object in the KB as an entity, and the subset of entities as candidates.

This section proposes the first component of OASYS, EL, which predicts an entity name span of phrases. For instance, the given sentence “Robert Downey Jr. starred in Avengers: Endgame.”, the model recognizes the phrase “Robert Downey Jr.” as an entity name span and selects a subset of entities that is possible to link to “Robert Downey Jr.” Afterward, the model computes ranking scores to all elements of sub-set, and the model links the highest score entity, where the result format is like a Robert Downey Jr.(Person): Q165219.

To resolve above tasks, EL is composed of two sub-components; the candidates selector and entity disambiguation method.

A. Candidates Selector

In the first sub-component, the model recognizes phrases that are possible to entity name spans and selects a subset of entities. The following elements are used to select candidates.

- **Entity Recognizer**: OASYS uses conditional random field [7] combined with pre-trained BERT [2] for entity recognizer. This component recognizes possible phrases to entity name and annotates entity types of phrases “Robert Downey Jr.” “Avengers: Endgame: Movie” etc.

- **Word and Entity Joint Embeddings**: In an entity linking system, a unique entity requires to be represented by a unique vector like a word. Therefore, we jointly train words and entities from both the KB and the automatically linked data proposed in Section 3. First, for all 1-hop entity pairs in the KB, we apply node embedding [5] to each the neighbor entity pair.

\[
\mathcal{L} = -\frac{1}{|N(u)|} \sum_{v \in N(u)} \log p(u|v) \tag{1}
\]

where \( u, v \) denote the entity (node) vectors, \( N(u) \) denotes all neighborhoods of the node \( u \) and \( |N(u)| \) denote the number of \( N(u) \). Next, from automatically labeled text data, word and pre-trained entity vectors are jointly learned in a single embedding space introduced by [19], i.e. entity vectors are represented close to both each 1-hop neighbor entity in the KB and word vectors co-occurring in the same window. Thus, we could train entity representation containing both semantic (from KB) and context (from text) information.

\[
\mathcal{L} = -\frac{1}{T} \sum_{t=1}^{T} \sum_{-\epsilon \leq j \leq \epsilon, j \neq 0} \log p(v_{t+j}|v_t) \tag{2}
\]
where, $v$ denotes the word and entity vectors, $T$ denotes the sequence size and $c$ denotes the window size.

- **Candidate Generator**: Since the number of entities in KB could be on the scale of millions or billions, OASYS selects candidates for tractable computations: OASYS combines two candidate sets from different selections. One is the selection of all entities having the same entity name spans from the dictionary. The other one is the nearest-neighbors algorithm using pre-trained word and entity joint embeddings, where we compute L2-distance between the current entity name (phrase) and all entities. Afterward, we select $k$-nearest entities.

### B. Two-steps Entity Disambiguation Method

The second sub-component computes the ranking score of selected candidates from the entity selector and links the unique entity that achieves the highest score. In a real-world problem, since conventional coarse-grained context-based entity linking models mainly consider entire context information, these models still struggle to use fine-grained relations between entities. For instance, given the sentence “In 2019, The avengers was released ...”, entities, the named avengers, exist more than 10 entities in our KB. Therefore, if the more the sentence is long and complex, and the more similar entities exist in the KB, the coarse-grained model, less considering “released date” than the entire context, tends to predict noise error results. Thus, we propose both fine-grained that consider pair-wise relations between entities and coarse-grained algorithm; two-steps entity disambiguation method, where the first step is the logical sub-graph based entity linker and the second step is the context-based neural entity linker. These respective models are applied sequentially.

- **Sub-graph based neural entity linker**: The first step is the logical brute-force algorithm, in which we construct a sub-graph from all combinations of candidates, and compute the number of respective connections. For the details, we pre-compute the connections between all entities and, after selecting all candidates, we calculate the number of connections between all candidate pairs on the fly. Afterward, if there exists a most connected candidate, we link the most connected candidate and these linked candidates construct a sub-graph. If it is possible to link the only most connected entity in the first step, its error rate is negligible and entities are not inferred by the next step. However, since the sub-graph-based algorithm is based on a pre-existing KB, its usability is quite limited. Therefore, we combine the second method.

- **Context-based neural entity linker**: The second step computes the ranking score from a given sentence. First, the sentence encoder encodes the sentence.

$$v_c = f(c)$$  \hspace{1cm} (3)

where $v_c$ denotes the context vector and $f(x)$ denotes the sentence encoder. We use bi-directional LSTM for sentence encoder $f(x)$. Second, the encoded sentence vector, the word
vector of the entity name, and the entity vector of the respective candidates are used to the input of the regression layer, where the regression layer computes the entity-ranking score to link correct entities.

\[ s = g(v_c; w_e; v_e) \] (4)

where \( s \) denote final score, \( v_c \) denote context vector, \( w_e \) denote entity name word vector, \( v_e \) denote entity vector, \( g(x) \) denote scoring function and \([x; y]\) denote concatenation of \( x \) and \( y \). We use 2-layer MLP for scoring function \( g(x) \).

This model is only applied for candidates that are not linked from the first stage. The loss function is defined as follows:

\[ L = \max(0, s' - s + \gamma) \] (5)

where, \( s \) denote a positive score, \( s' \) represent a negative score, and \( \gamma \) denote the margin of ranking loss. We compute negative score \( s' \) from negative entity samples.

### 2.2 Relation Extractor

In this section, we describe the RE. RE is the second component of OASYS, which extracts relational information between entities in a sentence. As the entity information in the sentence is tagged through the entity linker, RE takes the output of the entity linker as input. For example, given the sentence "Robert Downey Jr. starred in Avengers: Endgame," and the entity information, RE takes the information and figures out "starred in" the relation between "Robert Downey Jr." and "Avengers: Endgame" entities. A relation such as "starred in" is one of the predefined relation sets. For these situations, the relation extraction task can be treated as a multiclass classification problem that classifies the relationship between entity pairs appearing in sentences when the sentences and entity pairs are given as inputs.

To solve the relation extraction problem with the supervised technique, a large amount of labeled data is required for learning. It takes a lot of time and effort to manually annotate these data. To avoid such an exhaustive task, we generate training data automatically through distant supervision [10] like many other previous models [9, 11, 18, 20, 21]. Distant supervision automatically generates labeled data from the existing KB and raw text based on the strong assumption that a sentence, in which two entities appear simultaneously, describes the relation of a triple that is connected to the two entities.

However, as the assumption of distant supervision is too strong, generated data can be noisy [21]. To alleviate this problem, we adopt a multi-instance multi-label learning method [16, 21, 23]. In the multi-instance learning setting, the assumption of distant supervision is relaxed with at least one of the sentences in which the two entities appear simultaneously describes a target relation. Instead of assigning a single label to one sentence, the label is assigned to a bag of instances (sentences). In addition, tagged labels can be wrong or one bag can be related with multiple labels. Thus, we adopt multi-label learning in which all possible relations for a bag are labeled to the bag. Consequently, RE is trained in a multi-instance multi-label manner. RE consists of two sub-components: relation extraction and triple validation. The following sub-sections describe each sub-component.

#### A. Relation Extraction

The core logic of RE is based on end-to-end neural network models. Therefore, in this section, we focus more on details of how to construct the model layer-by-layer. We combine various neural network models to extract the semantic relation between two entities appearing in a sentence. The details of neural network layers of relation extraction are described in following paragraph.

- **Embedding Layer**: RE learns the latent representation of input word tokens simultaneously with learning the relation extraction task. We utilize various lexical features and information to learn the input embeddings for input sentence. There are 4 types of embeddings for each token. They are word, position, entity type, and POS tag embeddings, respectively. First, we used pre-trained Korean GloVe [14] embeddings for initial word embeddings. Second, we used position embedding to recognize relative distances from the current word to detected entities. Similar to [21], we used two relative position embeddings that denote distances between the current token and target entities (subject and object entities). Additionally, we introduced a third position embedding that describes how close the current token is to other entities, except the subject and object, in a sentence. All entities except the target entity pair (subject, object) in the sentence are gathered to composed other entities set \( E_o \). If no other entity is detected except for the target entity pair \((|E_o| = 0)\), the third position values for all tokens becomes \(-1\). However, if other entities exist in the sentence \((|E_o| > 0)\), the distance between the \( i \)-th word token \( w_i \) and all other entities should be calculated. The smallest distance value among them is chosen for the third position value. Lastly, two additional embeddings are used to enrich information about the token. They are POS tag embedding and entity type embedding.
These embeddings, except the pre-trained word embeddings, are randomly initialized and learned together.

- **Feature Layer**: We adopt different models to extract different semantic features from input embeddings. As one of the layers extracting vector representations for input sentences, we adopt piecewise convolutional neural networks (PCNN) model [21]. PCNN applies convolutional architecture with piecewise max pooling to learn latent feature vectors from given sentences. The convolution output is divided into three segments by subject and object. Piecewise max-pooling is adopted to the segments so that it can capture better structural information between entities than the typical max-pooling method. Formally, PCNN adopts 1D-CNN over the input sequence,

$$H = 1D - CNN(X, W_p, b^p)$$  

where, $H \in \mathbb{R}^{d_h \times n}$, $X \in \mathbb{R}^{d_x \times n}$, $W_p \in \mathbb{R}^{d_h \times d_x \times d_e}$, and $b^p \in \mathbb{R}^{d_h}$ are output vectors, input embedding sequence, convolution kernel weight, and bias of 1D-CNN respectively. Then, a piecewise max-pooling performs over the output vectors,

$$s_{pcnn} = \text{tanh}(\text{Pool}(H_{1:i}); \text{Pool}(H_{i+1:j}); \text{Pool}(H_{j+1:n})))$$  

where $s_{pcnn} \in \mathbb{R}^{3d_h}$ is the output vector of the PCNN layer. $H_{1:i}$, $H_{i+1:j}$, and $H_{j+1:n}$ are three segments of the entire convolution output which are divided by $i$ position of subject and $j$ position of object. We apply max-pooling to each sub-sequence. These pooled outputs are concatenated and a non-linear activation function is adopted. As a result, we can get a fixed length result vector $s_{pcnn}$.

For the second vector representation of the input sentence, we utilize the graph convolutional neural networks (GCN) [6] model described in [24]. To use GCN, input sentences should be expressed in graph form. Dependency parsing is applied to express a sentence as a graph. We only use the shortest dependency path (SDP) connecting the two entities in the dependency tree. It enables the model to use the words connecting the subject and object more effectively. The SDP information is represented as an adjacency matrix to be used as the input of GCN. Instead of using a naive adjacency matrix, a self-loop is added to the adjacency matrix and normalized for effective node representation and matching the magnitudes of nodes like [6]. Given an input sentence and its normalized adjacency matrix $\tilde{A}$, $l$-th GCN layer can be expressed as follows.

$$h_i^{(l)} = \sigma(\sum_{j=1}^{n} \tilde{A}_{ij} W^{(g_j)} h_j^{(l-1)} + b^{(g_j)})$$  

where $W^{(g_j)}$ and $b^{(g_j)}$ are the parameters of $l$-th layer and are updated during training, and $\sigma$ is a non-linear activation function (ReLU). For more contextualized representation, we apply contextualized GCN (C-GCN) model [24]. In C-GCN, the word embeddings are first passed through to bi-directional LSTM (Bi-LSTM) to obtain a representation. Then, the output vectors sequence from Bi-LSTM are used as the initial input of GCN layer. Pooling method is applied to extract the final sentence vector from the output vectors obtained from the last layer of GCN. We extract three different representations from different sub-sequences of GCN outputs, entire sequence, subject and object position outputs. It can be formalized,

$$h_{sent} = \text{Pool}(H_{1:n}),$$  

for whole sentence representation and,

$$h_s = \text{Pool}(H_{s_{start}:s_{end}}),$$  

where $s_{start}$ and $s_{end}$ are the indexes of start and end point of the subject, respectively. The same calculation is applied to object representation $h_o$. The final sentence vector is made by concatenating the sentence, subject, and object representation,

$$s_{gcnn} = \text{tanh}([h_{sent}, h_s, h_o]).$$  

At last, we apply selective gate method proposed by [9]. Given a sentence bag in which sentences share common entity pairs, first, we extract the hidden vectors ($s_{pcnn}$ and $s_{gcnn}$) for each sentence. Relation classification task needs to be performed by aggregating each sentence vector with different importance of information in the bag. The selective gate calculates this importance and returns the weight value between 0 and 1. We compress the input embedding sequence of each sentence into a single vector by applying the self-attention mechanism to calculate the gating value. First, we calculate the attention weights by the parameterized align function, i.e.,

$$Q = W^{(a_2)} \sigma(W^{(a_1)}X + b^{(a_1)}) + b^{(a_2)},$$  

$$P = \text{softmax}(Q),$$  

where $W^{(a_1)}$, $W^{(a_2)} \in \mathbb{R}^{d_x \times d_k}$ and $b^{(a_1)}$, $b^{(a_2)} \in \mathbb{R}^{d_k}$ are parameters of self-attention layer. With the attention probabilities, the self-attentive sentence vector is calculated as,

$$s_{att} = \sum_{i=1}^{n} P_i \otimes X_i,$$  

where, $\otimes$ denotes element-wise multiplication. Thereafter, a simple feed-forward network is adopted to calculate gating value, i.e.,

$$g = \sigma(W^{(g_2)} \sigma(W^{(g_1)} s_{att} + b^{(g_1)}) + b^{(g_2)})$$  

where $W^{(g_1)} \in \mathbb{R}^{d_k \times d_k}$ and $W^{(g_2)} \in \mathbb{R}^{d_k \times C}$. Using calculated hidden vectors ($s_{pcnn}$ and $s_{gcnn}$) and gating values ($g$) as weight, we can perform weighted sum for the final representation of the input size-bag i.e.,

$$s = [s_{pcnn}, s_{gcnn}]$$  

$$v = \sum_{i=1}^{c} G_i \otimes S_i$$  

- **Prediction Layer**: RE is also intended to enable multi-labeled inference for a given input bag. After projecting the previously calculated bag vector into the relation label space and converting it into a probability distribution by applying softmax function, we can classify one bag into a relation. Instead of the aforementioned method, the score for each
relation label is calculated by a simple MLP layer to the bag vector. Formally, the relation scores are calculated as,

$$ r = \sigma(W^{(o)} \sigma(W^{(s)} s + b^{(o)}) + b^{(o)}) $$

where $W^{(s)} \in \mathbb{R}^{d_s \times d_h}$ and $W^{(o)} \in \mathbb{R}^{d_o \times r}$. For all relation scores, relation scores $r_j$ that exceed the threshold become the predicted relations. If all the scores of relations do not exceed the threshold, there is no relation for the corresponding bag. We apply the sliding margin loss [23] to learn the threshold through training instead of using the fixed value threshold. Loss function for $i$-th relation $r_i$ is as follows,

$$ L_i = Y_i \max(0, (B + y) - ||r_i||^2 + \lambda(1 - Y_i)\max(0, ||r_i|| - (B - y))^2, $$

where $Y_i = 1$ if the bag represents the target relation $r_i$ and $Y_i = 0$ if the bag is not related to the target relation. In the loss, $B$ is the learnable threshold variable. $y$ is a margin value that widens the difference between positive and negative scores. $\lambda$ is the down weighting value applied to the negative loss.

### B. Triple Validation

The triples extracted through relation extraction can be imperfect. Relation extraction is based on some information about the entity and word embedding of the given input sentence. Thus, it is not easy to distinguish whether an inferred triple is true. Nevertheless, it is possible to prevent cases that result in non-sense triples. A non-sense triple refers to the kind of triple in which the subject or object type cannot be connected to a relation of the triple. For example, a triple connected by a relation starred commonly has Work type entity as a subject and Agent type entity as an object. It does not make sense for an Agent type to appear in the subject or Work type to appear in the object of triple which is linked by starred relation. To increase the relation extraction precision, we introduce a simple triple validation that can filter out non-sense triples. For triples in KB, the types of subject and object that can be located can be limited according to the relation type of the triples. Therefore, we can know in advance whether the types of subjects and objects are suitable for the relation by the existing KB. We collect all existing triples connected to each relation to compose the subject-type set and object-type set. We call this fact-type templates. When triples are extracted through RE, the model checks the types of subjects and objects in it. If the types of the inferred triple do not exist in the fact type templates, the triple is abandoned from the inferred result. With this simple triple validation process, we can avoid extracting completely incorrect triples.

### 3 DATA CONSTRUCTION

#### 3.1 Auto Generated Dataset

OASYS automatically extracts labeled data using self-supervised learning and distant supervision. Algorithm 2 summarizes the process of auto-generation of training data, which extracts triples from raw text.

First, we discuss the initialization step that trains an initial entity recognizer from noisily tagged data by longest n-gram matching, where we compare all n-grams to our entity gazetteer and tag the longest name-matched n-grams. Next, to link unique entities from sentences, we apply self-supervised learning, where the current entity recognizer annotates entities, and the sub-graph-based entity linker (details in Algorithm 1) links the correct unique entities. Thereafter, we filter un-linked data and re-train student entity recognizer using that data (labeled from teacher model). As can be seen from Table 3, since the sub-graph-based linker obtains significantly outstanding precision (error rate 0.6%) in human-labeled test data, we can extract the clean annotated dataset. Finally, we repeat this process until the amount of extracted data decreases or iterations larger than 3. We realize that if the amount of extracted data decreases, the current entity recognizer falls into over-fitting, and the previous model achieves the best performance. Moreover, in most domain use-cases, the amount of extracted data decreases before 4 iterations. Fig. 2 also illustrates that the best model is converged at 2 iterations. After these iterations for entity linking, we generate data for RE by distant supervision with existing KB and entity tagged sentences. Each sample of auto-generated data consists of an entity tagged sentence and its associated triple. We randomly split auto-generated data into training, validation, and test sets.

In this study, we present auto-generated data that is extracted from the entire Korean Wikipedia corpus and sub-set of the Korean DBpedia [8] triple set. A sub-set of the Korean DBpedia is extracted with several criteria which are used in human-annotated test data (details in Section 3.2). The size of this automatically generated dataset is shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1: Size of datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-generated training set</td>
</tr>
<tr>
<td>Auto-generated validation set</td>
</tr>
<tr>
<td>Auto-generated test set</td>
</tr>
<tr>
<td>Human-labeled training set</td>
</tr>
<tr>
<td>Human-labeled test set</td>
</tr>
</tbody>
</table>

#### 3.2 Human-Labeled Test Dataset

OASYS was trained using auto-generated data and evaluated on auto-generated test data. Although results of the auto-generated evaluation dataset can be used to estimate the performance of trained systems, we also consider a human-annotated test dataset for accurate and general evaluation of the systems. Therefore, we...
we introduce a new benchmark dataset to evaluate the task of triple generation. This dataset is generated through human labeling and based on Korean DBpedia and Korean Wiki Article data.

We wanted our test dataset to be able to make general evaluations. For this reason, several criteria were established and we used only data that met these criteria. We filtered the Korean DBpedia triples used in the data generation using the following conditions. First, we used triples whose subject and object URLs start with 'http://ko.dbpedia.org/' to consider only triples that bridge entity to entity. For relations, we used only relations starting with 'http://ko.dbpedia.org/'. Thereafter, we grouped entities by the entity type and collected relations directly connected to the top-50 entities with the most connectivity within each entity group to form a relation set. Finally, only relations with the occurrence of 2 or more were selected, and we acquired 156 relations in the created dataset. There were about 290,000 triples that satisfy these entity and relation conditions. These triples were also used to auto-generate training data. We also choose Wiki articles with rich connectivity. Among the articles linked to DBpedia entity, the top 1,147 articles with most connections were selected. The connectivity was calculated by counting edges whose relation belong to previous 156 relation set. Brief statistics of used DBpedia triples are summarized in Table 2. The test dataset was compiled by educated human annotators labeling the sentences of wiki articles one by one. Annotators looked at each sentence and checked for the subject and object entities and if there was a triple that describe the two entities, they tagged the information. Through this process 6,058 of (sentence, triple) pair data were generated (Table 1).

<table>
<thead>
<tr>
<th>Algorithm 2: Auto-generated training data process</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data:</strong></td>
</tr>
<tr>
<td><strong>Result:</strong></td>
</tr>
<tr>
<td><strong>Initialization:</strong></td>
</tr>
<tr>
<td><strong>while</strong></td>
</tr>
<tr>
<td>1.</td>
</tr>
<tr>
<td>2.</td>
</tr>
<tr>
<td>3.</td>
</tr>
<tr>
<td>4.</td>
</tr>
</tbody>
</table>

4 RESULT

OASYS is evaluated on the test data from both auto-generated data and human-labeled data since the validating of the general applicability of OASYS is necessary. In other words, as the auto-generated test data inevitably contains incorrectly labeled data, we require to test on clean test data, although we train only auto-generated training data. Therefore, we construct human-labeled test data which is similar to real-world data and focus on the model performances to this dataset. We test sub-components respectively and detailed experimental settings are described in each sub-section.

4.1 Results of Entity Linker

This section evaluates the performance of entity linking. For detailed analysis, we test sub-graph based linker and context-based linker respectively.

Table 3: The top-1 precision and coverage of possible linking of the sub-graph based linker

<table>
<thead>
<tr>
<th>Error rate (Precision@1)</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6% (99.4)</td>
<td>60.2</td>
</tr>
</tbody>
</table>

For evaluating sub-graph based linker, we evaluate this algorithm to a human-labeled test set. Table 3 shows the Top-1 Precision and Coverage of possible linking of this algorithm. Since this method only links possible entities, we only evaluate Error rate (Top-1 Precision). This result demonstrates that the fine-grained sub-graph based algorithm obtains a negligible error rate, thus, we could extract the more clean triple sets. Moreover, the coverage illustrates that this algorithm links about 60% of entities in the test set.

Table 4: The evaluation results of the context-based linker to both auto-generated and human-labeled test sets

<table>
<thead>
<tr>
<th></th>
<th>Auto-generated</th>
<th>Human-labeled</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy@1</td>
<td>86.5</td>
<td>89.1</td>
</tr>
<tr>
<td>Mean rank</td>
<td>1.32</td>
<td>1.19</td>
</tr>
</tbody>
</table>

Since Context-based neural entity linker is trained by only an automatically generated training set, and since we search the hyperparameters on the automatically generated validation set, we evaluate both automatically generated test set and human-labeled test set for measuring the generalization and robustness of unseen distributions. To evaluate Context-based neural entity linker, since the entity linking is a ranking problem, we evaluate the Top-1 Accuracy (the entity acquiring the rank-1 score is true) and Mean Rank (average rank of true rank-1 entities predicted by this method). Table 4 shows the experimental results on the automatically generated test set and human-labeled test sets respectively. Notably, this method obtains higher performance in the human-labeled test set than the automatically generated test set. This result demonstrates that entity linker is robust to real-world problem.
4.2 Results of Relation Extractor

In this section, we evaluate the performance of RE. The examined RE is trained on only auto-generated data from distant supervision. We evaluate RE on both auto-generated and human-labeled test data. The auto-generated test data could be imperfect and inherently contains some noise. For objective evaluation, we evaluate our system on the both datasets. The number of data samples in auto-generated and human-labeled test data set are 45,962 and 6,058, respectively. The result is illustrated in the Table 5. The datasets widely used for relation extraction [12, 15, 17, 22] have been provided. However, they do not contain a human-labeled test set or contain a limited number of samples and small sized relations compared to our dataset. Therefore, the performance results of the model shown on provided dataset are meaningful. From this result, it can be concluded that the generated KB from OASYS trained on only auto-generated data is useful.

Table 5: Evaluation results of RE on both auto-generated and human-labeled test sets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto-generated</td>
<td>80.4</td>
<td>77.2</td>
<td>70.4</td>
<td>73.7</td>
</tr>
<tr>
<td>Human-labeled</td>
<td>57.8</td>
<td>60.4</td>
<td>55.5</td>
<td>57.8</td>
</tr>
</tbody>
</table>

5 CONCLUSION

We propose a domain-agnostic trainable knowledge base auto construction system (OASYS), which trains with self-supervised learning and distant supervision. Moreover, although OASYS trains without human-labeled data, experimental results illustrate that its performance on human-labeled test data is useful. In general, as knowledge base auto-construction systems struggle due to noise prediction results, we combine several sub-components to reduce errors in prediction results. We are the first to propose the Korean-language knowledge base auto-construction system and provide a benchmark dataset with large quantity and various relations types for reproducing models and supporting many researchers who are interested in the Korean-language knowledge extraction task. In the future, we will develop our system not only extract relations from pre-defined KB but also extract relations that do not exist in KB. We also plan to integrate the currently separated learning processes (EL and RE), where the entire system can be learned in an end-to-end manner. We are continuously trying to develop and elaborate our system while applying it to many possible use cases.
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