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Abstract

Effective link predictions in online social networks can help
to improve user experience and engagement, which are often
associated with better health outcomes for users of online
health communities (OHCs). However, limited attention has
been paid to predicting social network links in OHCs. This
paper explores link predictions in an OHC for smoking ces-
sation by considering it as a multi-relational social network
that incorporates multiple types of social relationships. We
demonstrate that leveraging information from multiple net-
works built based on different types of relationships is supe-
rior to using only information from a single network or the
aggregated network. In addition, adding community struc-
tures and nodal similarities based on network embedding
can help link predictions in different ways. Our work has
implications for the design and management of a successful
online health community.

CCS Concepts: « Information systems — Data analyt-
ics; Social networking sites.
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1 Introduction

Online health communities (OHCs) allow people with simi-
lar health concerns to seek and receive social support [4, 10].
Such communities have seen increased popularity during
recent years [9] and have led to powerful health benefits,
including improved emotional and psychological well-being
[30, 34, 42] and better health outcomes [19, 21, 47]. Specifi-
cally for smoking cessation, Graham et al.[19] showed that
greater participation in an OHC for smoking cessation was
associated with higher abstinence rates.

One of the keys to the success and longevity of OHCs
is the active and sustained engagement of members over
time [46]. Being able to predict which members may benefit
from connections or “links” with other members can enable
OHC:s to facilitate such connections to nurture and grow the
community. The goal of link predictions in social networks
is to infer where new ties may form in the future based on in-
formation extracted from the current network [24]. Accurate
predictions of links for an OHC can help users connect with
each other, and hence get them more engaged in the OHC
[40]. In an OHC for smoking cessation, current smokers who
are actively trying to quit may benefit from the advice and
encouragement from former smokers, and they may also
benefit from the validation and shared experience of oth-
ers. Greater levels of engagement may lead to increases in
self-efficacy for quitting[7, 12]. Evidence of a dose-response
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relationship for engagement in OHCs with successful out-
comes has been observed [15, 18, 20]. To date, relatively little
empirical work has focused on link predictions in OHCs.

Most OHCs offer various types of communication chan-
nels to facilitate user interactions. This means that links may
be established across multiple channels (e.g., public vs. pri-
vate) and types of communications (e.g., one-to-one message
vs. one-to-many message) which may be appropriate for
different purposes [4]. For example, a messaging channel
allows individuals to send direct and private messages in a
one-to-one fashion, whereas in a public discussion channel,
users post content and reply to others’ posts as a group.

Interactions through these channels naturally form a multi-
relational network [47] where individuals are connected by
different types of social relationships. Previous research that
has examined content in OHCs has typically focused on sin-
gle communication channels [43] and has not considered
the potential information available from a multi-relational
network. In addition to identifying the individuals a user has
interacted with, the large amount of user-generated content
from OHCs may also be an important source of information
for link prediction.

This paper proposes a novel approach for link prediction
in OHCs. First, we demonstrate that for OHCs with multiple
channels of communications, a multi-relational perspective
is valuable in improving link prediction performance. Sec-
ond, we show that community structures, as well as nodal
similarities based on network embeddings can contribute
to link predictions in OHCs, while textual similarities do
not contribute much predictive value. We review related re-
search in Section 2, describe the unique dataset involved in
this work in Section 3, and present our approach for multi-
relational link prediction in Section 4. Section 5 details the
results of our experiments and we conclude with discussions
of the practical implications of this work and future research
directions.

2 Related Work

As OHCs have become more popular and important for peo-
ple to access health-related information and support, many
studies have investigated OHCs from different perspectives.
Some analyzed or predicted users’ participation in OHCs
[40, 42]. Many researchers focused on the content of users’
online discussions to identify common topics [29, 33], investi-
gate the quality of information exchanged in OHCs [41], and
discover information about drug use [44]. Another stream
of research attempted to discover major factors that affect
health outcomes of OHC users [26, 30].

There are also various studies on OHCs specifically for
smoking cessation. For example, Cobb et al.[12] analyzed
how users’ smoking status is influenced over time by their
interactions with others. A network analysis also found that
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adopting the multi-relational perspective can reveal interest-
ing patterns between users’ abstinence and their network
centralities in different communication channels [47]. Other
research attempted to identify individuals’ offline smoking
status from user-generated content [3, 39] or studied social
support patterns [32].

In social network analysis, the main idea behind link pre-
diction is that similar nodes are likely to be connected in the
future, as reflected in the concept of homophily (a.k.a., “birds
of a feather”) [27]. Therefore, determining how to measure
“similarity” between nodes is an important task that proceeds
link predictions. Existing measures are mainly based on struc-
tural characteristics (e.g., the number of common neighbors
between two nodes) or nodal attributes (e.g., keywords used
by authors in their publications).

Based on this idea, there are two major ways to predict
links: unsupervised learning and supervised learning [23].
Unsupervised method computes similarity scores for all pairs
of nodes in a network. Then top scoring node pairs are pre-
dicted to form links in the future [24]. Such methods are often
intuitive and can easily generalize to networks in different
contexts.

By contrast, supervised methods uses machine learning
to find the difference between node pairs that form links
in the future and pair that do not [25]. The typical setup of
supervised link predictions is a binary classification problem,
whose feature sets can include several similarity measures
computed during the training period for existing ties in a
network. Then different classification algorithms can be de-
ployed for link predictions between pairs of disconnected
nodes. Because they are trained based on ground-truth data
of a specific network, supervised link prediction methods
usually outperform unsupervised methods for the same net-
work [25, 37], although the model trained on one network
may not work well for another network.

However, most link prediction methods treated all social
relationships homogeneously by aggregating different social
relationships into one network. In a multi-relational net-
work, potential interconnections among different types of
relationships may have made it challenging to predict links.
At the same time, such complexity also offers opportunities
to leverage more fine-grained information from different
types of social relationships for link predictions, because
users’ interactions via one type of relationship may affect
the formations of ties based on another type.

Thus, some studies have started to incorporate the multi-
relational nature of the networks into link prediction [35].
For example, Davis et al.[16] proposed a link prediction
method based on enumerating all possible patterns in triads,
but at the cost of high computational complexity.Wang and
Sukthankar[38] attempted to find different types of edges
from a single-relational network with edge clustering [36],
and added the type(s) of edges attached to a node to improve
link predictions. However, the edge between two nodes can
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only belong to one type, while in multi-relational networks,
two nodes can be connected by multiple edges, each rep-
resenting a different type of social relationship (e.g., two
individuals can be neighbors and colleagues at the same
time).

3 Data and Setup
3.1 Data Source

This study used data from BecomeAnEX.org [1], a Web-
based smoking cessation program developed and managed
by Truth Initiative in collaboration with Mayo Clinic. The
dataset used in this study spanned the period from January 1,
2010, to May 31, 2015, and included records of both posting
and reading behaviors of users who accessed content of the
community on BecomeAnEX by clicking and reading a post
(e.g., a blog, a message board post, or a group discussion
thread) or a private message. The community was migrated
from a different platform before this period, which resulted
in a slightly different user experience. Our analyses focus
on this time frame given the stability of the social network
feature set.

During this time, there were four types of communication
channels in the BecomeAnEX community: 1) blogs & com-
ments (BC), 2) group discussions (GD), 3) message boards
(MB), 4) private messages (PM). For each of these channels,
we constructed one sub-network based on users’ interactions
through that channel. Thus, the four sub-networks, one for
each channel, constitute a multi-relational network, where
the same set of nodes are connected by edges that represent
different types of relationships [45, 47, 48].

In the sub-network for BC, we connected the author of a
blog post with those who posted comments to the blog post.
Similarly, for GD, which is characterized by threaded discus-
sions, the GD sub-network connected the original poster of
a thread with others who replied to the thread. Similar to
“walls” in online social networks such as Facebook, MB al-
lows one user to post a message on another’s message board.
Thus the MB sub-network connected a message board owner
with those who left a message on the board. PM represents
one-to-one communication and ties in the PM sub-network
connected the senders and recipients of private messages.
Ties in all sub-networks were undirected because when it
comes to social support, both seeker and providers can ben-
efit from such activities .

3.2 Setup

We adopted a sliding-window approach and set up the link
prediction on a weekly basis—predicting if two currently dis-
connected nodes will form a new tie during the next week
based on what is observed during the current week. For our
experiments, we selected 32 consecutive weeks of data, from

1We also considered all ties as unweighted, as adding such weights did not
improve prediction results in subsequent experiments.
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week 50 to week 81, because this period represents one of the
most active periods in terms of user posing activities. Four
sub-networks, GB5€, GEP, GMB_ and GPM were constructed
based on users’ activities made during anytime between
week 50 to week 80. In addition to these sub-networks, we
also constructed an aggregated network GA®C that aggre-
gates all of the user interactions across the four channels-as
long as two nodes are connected in one of the four networks,
they are connected in the aggregated network. Table 1 sum-
marizes statistics of the five networks mentioned above; |V|
and |E| denotes number of nodes and edges, degreemean,
degreemqay, degrees;y denotes mean, max, and s.t.dev of de-
grees, C and r denotes clustering coefficient and assortativity,
and n¢omp denotes the number of connected components.

Because real-world networks are often sparse, meaning
that most node pairs are not connected, one problem in
link prediction is an unbalanced dataset that has way more
negative instances (i.e., node pairs with no ties) than positive
instances (i.e., node pairs connected by ties). To make the
dataset more balanced, we adopted a common approach-
only included node pairs (i.e., instances) that are two hops
away in the aggregated network G:C during training week
t. The label of a training instance was set to 1 if the two
corresponding nodes form a new tie during week t + 1 in
Gﬁfl;G, and 0 otherwise. Features for the training set were
extracted based on networks based on user activities during
week t.

A similar approach was used to generate the testing set
for the week-t prediction. Testing instances include two-hop
node pairs in the aggregated network GASC constructed for
week t + 1, excluding those that are already connected in the
aggregated network G2GC for week t. Features for instances
in the testing set were extracted from networks based on
user activities during week t + 1. Testing instance labels were
based on tie formation during week ¢ + 2 in G/A5¢. Figure 1
illustrates the experiment setup for both training and testing,.

Throughout the 30 weeks of predictions, there is a total of
21,416 newly formed links in the aggregated network that
we tried to predict. Among those links, around 80% of the

Table 1. Network statistics

GBC GGD GMB GPM GAGG

VI 1516 | 899 | 2953 | 369 | 3694

|E| 22706 | 1418 | 8873 | 666 | 27837
degreemean | 29.955 | 3.155 | 6.009 | 3.610 | 15.071
degreemax | 1076 | 111 756 83 1303
degreeg;y | 65.590 | 5.440 | 27.723 | 7.739 | 52.710
c 0575 | 0.016 | 0.185 | 0.133 | 0.312

Neomp 2 45 20 35 33
r -0.281 | -0.096 | -0.342 | -0.210 | -0.283

2The networks are based on user interactions that
occurred anytime during the weeks from 50 to 81.
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Figure 1. Experiment setup

links were actually formed in BC, 1% were formed in GD,
33% were formed in MB, and 2% were formed in PM - the
percentages do not add up to 100% because one link might be
connected in one or more channels . As explained in Table
1, most of the links that we predicted for are from the BC
channel, which is also the most active channel in the OHC.

4 Method
4.1 Baseline Features for Multi-Relational Link
Prediction

The three baseline features that we used in this experiment
all attempt to capture similarity between nodes and have
been widely adopted in the link prediction literature.

e Preferential attachment (PA) [5, 8] assumes that nodes
with higher degrees tend to be connected, and uses the
degree multiplication of two nodes as the similarity
value of two nodes.

e Jaccard coeflicient (JC) [17] is based on the idea that
two nodes that share more common neighbors are
more likely to connect. It is the number of common
neighbors of two nodes divided by the number of total
neighbors of the two nodes.

e Adamic-Adar (AA) [2] extends JC by assigning more
weights to common neighbors with a lower degree.

Our multi-relational link prediction (MRLP) approach con-
siders nodal proximity across the four sub-networks and
extracts the three baseline features (PA, JC and AA) for each
of the communication channels. This yields feature set F4ry,
that consists of Fzc, Fgp, Fyp, and Fpy generated from GEC,
GOP,GMB and GPM, respectively. This design makes it possi-
ble for algorithms to learn characteristics of nodal similarity
from each channel and leverage information from different
types of edges. As a comparison, the baseline model for link
prediction does not consider a social network as a multi-
relational one and thus extracts the three baseline features
for the aggregated network only, yielding feature set Fagg-

4.2 Additional Features

In addition to the three baseline features, we also intro-
duced additional features, namely community-based features,
embedding-similarity features, and text-similarity features.

We then evaluated if they improve the link prediction per-
formance for the OHC.

4.2.1 Community-Based Features. Community-based fea-
tures capture if two nodes belong to the same network com-
munity. A network community is a subset of nodes that are
more densely connected with nodes in the same subset than
with nodes outside the subset. The use of network commu-
nity structure for link prediction is based on the assumption
that nodes in the same network community have a higher
chance of interacting and then forming ties with each other.
Among several community detection algorithms, we selected
two computationally efficient ones that automatically pick
the number of communities.

e Modularity maximization (CM) was proposed by Clauset
et al.[11], with a complexity of O(MD log N), where
N represents the number of nodes and M represents
the number of edges and D denotes the depth of the
dendrogram. We used C; € [1, .., kcpm], to denote ke
communities detected by this algorithm. If nodes x
and y are in the same community C;, the similarity
between x and y is set to 1, and 0 otherwise.

(1)

L, ifxyeC, (1<i<kem)
Sxy = 0, otherwise

e Label propagation (CLP) [13] is even more efficient
with a complexity of O(k - M), where M represents
the number of edges and k represents the number of
iterations needed for the algorithm to converge. In
this algorithm, each node is initialized with a unique
community label. In each iteration, each node gets
the majority label of its neighboring nodes, with ties
randomly broken. Iterations will stop after a stable
set of community labels emerge, which is observed to
be after five iterations. The number of communities,
kcrp, is also determined by the algorithm. The notion
of nodal similarity is the same as the CM mentioned
above: two nodes in the same community C; would
have a similarity of 1, and 0 otherwise.

In sum, each algorithm added a binary feature for each
pair of nodes to indicate if the two nodes are in the same
network community. We denoted the feature set that includes
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community-based binary features generated on each sub-
network as Fcou.

4.2.2 Embedding-Similarity Features. Network embed-
ding learns vector representations of nodes in networks [14].
The learned representations can reflect the structural and
neighborhood properties of each node. With such vector
representations, similarity can be calculated between each
pair of nodes.

Among several ways of generating network embedding,
we applied DeepWalk [31]. DeepWalk extends word embed-
ding techniques [28] in text mining to networks by consid-
ering each node as a word in a corpus. Word embedding
using the Skip-Gram model maximizes the probability of
having the next word in a corpus, given the sequence of
previous words. Likewise, DeepWalk first performs a series
of random walks from a source node to produce a set of node
sequences. Then, it maximizes the probability of predicting
the next node, given previous nodes generated by random
walks. Therefore, the learned vector representations of nodes
can reflect their neighborhood characteristics as nodes close
to each other would have similar vectors.

We used the same set of parameters as in the work of
Perozzi et al. [31] across all sub-networks and aggregated
networks to ensure a fair comparison. The length of random
walks is 40, and 128 is the dimension of embedding vectors.
We repeated walks 80 times starting at each node. Once we
obtained vector representations for all nodes using Deep-
Walk, we then computed cosine similarities between two
nodes’ vectors as their nodal similarity. Specifically, given
a node pair x and y, we learned the vector representations
Vx and V, for them and computed their cosine similarity
Sxy = c0s(Vy, V). The feature set based on the embedding-
similarity features for each channel is denoted as Fgyp.

4.2.3 Text-Similarity Features. So far, all features we ex-
tracted were based on network structures. As users’ interac-
tions are based on the content they generate, we also looked
into such user-generated content. We assumed that users
who care about similar topics in an OHC may have a higher
chance of interacting with each other. Thus we calculated
textual similarity among users’ posts as a measure of nodal
similarity. We considered the posts during the 30 weeks
across BC, GD, and MB channels except for PM since the
contents of private messages were excluded from this study
for privacy concerns.

Texts were pre-processed by removing the stop words,
lemmatizing, and stemming. Then, we applied the latent
Dirichlet allocation (LDA) [6] model to the posts in three
channels for each week to generate the topic distribution of
each post based on the weekly posting trend. Note that our
focus is topical similarity, which is usually robust against
the choice of the number of topics.
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For post p published by user x in channel j, during week ¢,
its topic distribution is denoted as T; 7' Since our prediction
is on a weekly basis, to represent the topic distribution of
each user in a specific channel, we averaged the topic dis-
tributions of all the user’s posts during the corresponding
week via the channel. Then, we computed the cosine sim-
ilarity between the averaged topic distributions for a pair
of the user to get text-based nodal similarity. In this way, if
the averaged topic distributions of the posts are similar in
the same week and the same channel, we regarded that the
two users are interested in a similar topic, yielding a high
similarity. The text-similarity for nodes x and y in channel j
in week ¢ can be computed as follows:

n Tx jt
Sxy = c0s(Ay, Ay), where A, = plep (2)
We used feature set Frex to represent text-similarity features
based on each channel.

5 Results

We first compare the prediction performance of different
models with different feature sets with four different classi-
fiers. Specifically, we used default parameter settings from
scikit-learn package for random forest (RF, 100 trees), logis-
tic regression (LR, L2 regularization), and AdaBoost (AB, 50
trees) in classification. The multi layer perceptron (MLP) was
trained with one hidden layer with 32 neurons on the dataset
using mini-batch gradient descent with a batch size of 20 for
ten epochs by setting aside 20 percent of the data per epoch.

Classification results were then evaluated with precision
(PREC) and precision@K (PREC@K) as our goal is to recom-
mend top future links with high accuracy instead of recover-
ing all future links. We also included normalized discounted
cumulative gain (nDCG) [22] as an evaluation measure. The
metric assigns weights to prediction, so that links that actu-
ally formed rank higher than those that did not form.

Link prediction results on baseline model and MRLP, both
with three baseline features, are summarized in Table 2. Be-
sides the MRLP approach and the approach base solely on
the aggregated network (using feature set Fagg, we also in-
cluded four model approaches that only used features from
each sub-network (using feature sets Fpc, Fgp, Fmp, and Fpy
respectively). Each value in the table is the average of the
prediction results across 30 weeks of the dataset, where the
values in bold denote the best performer for each evaluation
metric.

When comparing MRLP with Fagg, it is clear that MRLP
performs better: its PREC, PREC@10, PREC@20, nDCG@10,
and nDCG@20 are 8%, 4%, 1%, 3%, and 1% better than the
best performing baseline model, respectively. In other words,
considering the effects of each sub-network from a multi-
relational perspective works better than considering a single
network or aggregating these networks into one. At the same
time, using information from only one sub-network is not
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as good as using the aggregated network, which combined 4
sub-networks into one. Among the four sub-networks, BC
provides the best performance, followed by MB. This is likely
because BC and MB included more user activities than the
other two channels, which means more information can be
learned from the past and more future links will be formed
via these two channels as well.

Table 3 illustrates the performance of our multi-relational
link prediction approach after additional features were in-
corporated into the model. The values in the table are the
averaged performance across all 30 weeks, as in the pre-
vious table. When evaluated with PREC, PREC@10, and
nDCG@10, MRLP + Fgpp performs the best among the ad-
ditional features, performing 6%, 2%, and 1% better than
MRLP only. Besides, MRLP + Fcou performs the best when
PREC@20 and nDCG@20 were used for the evaluation, with
2% better performance than MRLP. Because both embedding
features and community features capture a node’s structural
positions beyond its immediate neighbors (as in baseline
features), the results suggest that nodal similarities mea-
sured at a higher level of network structures are valuable in
improving link predictions. Nevertheless, when adding text-
based nodal similarities, the performance of link prediction
does not see consistent improvement. As adding embedding-
similarity features to baseline feature provides the most im-
provement, we then experimented how embeddings features
generated from each channel contribute to link prediction.

Table 2. Results for Baseline vs. MRLP

Baseline Approach MRLP
Face | Fec | Fop | FmB | Fpm | FaLL
RF | 0.249 | 0.229 | 0.000 | 0.114 | 0.070 | 0.282
LR | 0.466 | 0.418 | 0.000 | 0.315 | 0.084 | 0.445
AB | 0.439 | 0.426 | 0.000 | 0.207 | 0.115 | 0.388
MLP | 0.511 | 0.491 | 0.000 | 0.325 | 0.052 | 0.551
RF | 0.400 | 0.300 | 0.008 | 0.157 | 0.038 | 0.370
PREC LR | 0.617 | 0.583 | 0.024 | 0.380 | 0.121 | 0.640
@10 AB | 0.507 | 0.460 | 0.016 | 0.267 | 0.041 | 0.440
MLP | 0.607 | 0.567 | 0.010 | 0.393 | 0.077 | 0.640
RF | 0.431 | 0.300 | 0.006 | 0.154 | 0.057 | 0.366
nDCG | LR | 0.634 | 0.612 | 0.025 | 0.392 | 0.135 | 0.655
@10 AB | 0.500 | 0.445 | 0.019 | 0.259 | 0.052 | 0.460
MLP | 0.622 | 0.594 | 0.009 | 0.386 | 0.089 | 0.648
RF | 0.377 | 0.300 | 0.008 | 0.113 | 0.031 | 0.347
PREC LR | 0.603 | 0.535 | 0.016 | 0.328 | 0.102 | 0.600
@20 AB | 0.513 | 0.432 | 0.008 | 0.247 | 0.028 | 0.463
MLP | 0.597 | 0.533 | 0.008 | 0.318 | 0.057 | 0.610
RF | 0.405 | 0.301 | 0.007 | 0.124 | 0.045 | 0.351
nDCG | LR | 0.619 | 0.567 | 0.019 | 0.351 | 0.117 | 0.622
@20 AB | 0.507 | 0.432 | 0.012 | 0.248 | 0.039 | 0.470
MLP | 0.610 | 0.561 | 0.008 | 0.334 | 0.070 | 0.624
8Values that are in bold denote the largest value for each
evaluation metric.

Metric | CLF

PREC
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From the best-performing MRLP + Fgy g model for each per-
formance measure, we excluded one embedding-similarity
feature from the corresponding sub-network, and compared
the prediction performance with that of MRLP + Fgpp. In
other words, from the Fary + Fgyp model, the embedding-
similarity feature based on BC, GD, MB, and PM channel is
excluded once, leading to Far; + Femp-Bc, Farr + FEMB-GD»
FALL + FEMB—MB, and FALL + FEMB—PM respectively. Table
4 summarises the comparison. The italic values denote the
performances with the highest decrease compared to MRLP
+ Fpmp, whose best-performing classifiers’ performance is
denoted in bold. These imply that not considering the em-
bedding in the corresponding channel reduces the prediction

Table 3. Performance of additional features on MRLP

MRLP MRLP+More Feature Sets
F Farr
Metric | CLF FarL Farr | FaLr ALL +Fcom
FarL +Fcom
+Fcom | +FEMB |+FrEx +FemB
+FEMB
+FrEx

RF | 0.282 | 0.290 | 0.318 | 0.311 | 0.323 0.338
LR | 0.445 | 0.463 | 0.446 | 0.448 | 0.462 0.458
AB | 0.388 | 0.387 | 0.389 | 0.388 | 0.385 0.376
MLP| 0.551 | 0.558 | 0.584 | 0.561 | 0.462 0.541
RF | 0.370 | 0.373 | 0.367 | 0.393 | 0.360 0.433
PREC | LR | 0.640 | 0.637 | 0.650 | 0.617 0.640 0.633
@10 | AB | 0.440 | 0.480 | 0.410 | 0.487 | 0.463 0.477
MLP| 0.640 | 0.597 0.637 | 0.640 0.607 0.633
RF | 0.366 | 0.380 | 0.385 | 0.401 | 0.349 0.449
nDCG | LR | 0.655 | 0.650 | 0.656 | 0.636 | 0.662 0.641
@10 | AB | 0.460 | 0.494 | 0.433 | 0.504 | 0.480 0.488
MLP| 0.648 | 0.620 | 0.663 | 0.646 | 0.623 0.649
RF | 0.347 | 0.358 0.367 | 0.365 0.378 0.373
PREC | LR | 0.600 | 0.622 | 0.607 | 0.598 | 0.613 0.602
@20 | AB | 0.463 | 0.453 0.463 | 0.470 0.450 0.475
MLP| 0.610 | 0.573 | 0.607 | 0.600 | 0.572 0.570
RF | 0.351 | 0.368 | 0.379 | 0.379 | 0.366 0.400
nDCG | LR | 0.622 | 0.635 | 0.623 | 0.616 | 0.635 0.616
@20 | AB | 0.470 | 0.471 0.463 | 0.487 | 0.465 0.484
MLP| 0.624 | 0.595 0.633 | 0.615 0.593 0.600
#Values that are in bold denote the largest value for each
evaluation metric.

PREC

Table 4. Contributions of embedding-similarity features
from in each sub-network.

MRLP+Emb MRLP+Emb for only 3 channels
Metric |CLF Farp Farr Farr Farp Farr
+FEmB  |+FEMB-BC|FEMB-GD|FEMB-MB|FEMB-PM
PREC |MLP 0.584 0.528 0.543 0.551 0.538
PREC@10| LR 0.650 0.657 0.643 0.647 0.650
nDCG@10|MLP 0.663 0.636 0.618 0.626 0.659
PREC@20| LR 0.622 0.607 0.603 0.607 0.615
nDCG@20| LR 0.635 0.604 0.595 0.599 0.625

2Values that are in bold denote the best performing value for Far 1, + FEpmB-
YValues in Italic denote the lowest value when the embedding feature for a
channel is dropped.
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power the most. The comparison suggests that (1) embed-
dings from each sub-network contributes to the overall link
prediction, as removing embedding from a sub-network gen-
erally hurts the performance; (2) embeddings from different
sub-networks contribute differently, with the removal of
embedding-based features from the GD sub-network leading
to the greatest deterioration in performance.

6 Conclusions and Future Work

In this paper, we proposed an approach for link predictions
in a multi-relational social network in an OHC for smoking
cessation. We demonstrated that considering different types
of social relationships in a multi-relational social network
can improve the performance of link predictions in this con-
text. Sub-networks for BC and MB, the more active channels
in the OHC, provide more signals for link prediction in the
multi-relational network than the other two channels.

In addition, we showed that looking beyond nodes’ imme-
diate neighborhood, and including community structures, as
well as nodal similarities based on embedding, could further
enhance the performance of our prediction. Among the four
sub-networks we investigated, network embeddings gener-
ated from the GD channel are the most important contributor
to the prediction, which is not captured by the baseline fea-
tures.

The results have important implications for the design
and management of OHCs. Recommender systems that sug-
gest specific pieces of content or community threads may
expose users to other members and communication channels
they might not otherwise discover. The more that users get
connected within the a OHC, the more opportunities there
are for relevant, useful exchanges of social support. Specifi-
cally, in OHCs for smoking cessation, a recommender system
could be developed to recommend content written by other
smokers who are in similar situations. For instance, someone
experiencing withdrawal symptoms shortly after quitting
smoking may derive benefit from connecting with others
at the same stage of quitting, who can empathize and share
similar experiences. A recommender system based on multi-
relational link prediction could recommend a group of users
who are going through the same hardships and participating
actively in the group discussion. By actively recommending
other users with whom the user is predisposed to connect,
such a system could increase the social support and infor-
mation exchanged by reducing the amount of time the user
would otherwise spend searching and filtering out potential
connections who are not a good match. This is an empirical
question that is worthy of future exploration.

There are also interesting future research directions. For
example, all of the experiments in this study are based on
undirected networks. In the future, we may consider the
direction of ties between users Additional analyses on why
incorporating text similarity into the model was not useful

MLG 20, August 24, 2020, San Diego, CA

would be an informative as well. Also, how to better predict
stronger ties via PM is worth further investigations. We are
also interested in using the deep learning architectures to
learn multi-relational network embeddings for better link
predictions.
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