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ABSTRACT
The COVID-19 pandemic markedly changed the way of life in the
United States (US). From early isolated regional outbreaks to ongo-
ing country-wise spread, the contagion exhibits different patterns at
various timescales and locations. Thus, a close study of the COVID-
19 spread patterns can offer valuable insights on how counties were
affected by the virus. In the present work, a graph frequency analy-
sis was conducted to investigate the spread pattern of COVID-19
in the US. A geographical graph was constructed by computing the
geodesic distance between 3142 US counties. The numbers of daily
confirmed COVID-19 cases per county were collected and repre-
sented as graph signals, then mapped into the frequency domain
via the graph Fourier transform. The concept of graph frequency
in Graph Signal Processing (GSP) enables the decomposition of
graph signals (i.e. daily confirmed cases) into modes with smooth
or rapid variations with respect to the underlying graph connec-
tivity. Follow-up analysis revealed the relationship between graph
frequency components and the COVID-19 spread pattern within
and across counties. Specifically, our preliminary graph frequency
analysis mined (and learned from) confirmed case counts to unveil
spatio-temporal contagion patterns of COVID-19 incidence for each
US county. Overall, results here support the promising prospect of
using GSP tools for epidemiology knowledge discovery on graphs.

CCS CONCEPTS
• Computing methodologies → Graph signal processing; • In-
formation systems→ Graph data mining; • Networks→ Graph
frequency analysis.
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1 INTRODUCTION
Networks are ubiquitous and their graph representations offer an
ideal tool to record and analyze massive amounts of data from
almost every aspect of human life [15]: social networks [16, 27],
traffic networks [2, 3] and biological networks [10, 26], just to
name a few. Network data usually reside on irregular and complex
structures, requiring graph algorithms for in-depth analysis [14].

Graphs enable modeling complex interactions within data by
defining nodes as data entities and edges as relations between nodes.
It is often beneficial to also consider nodal attributes that repre-
sent certain features of the elements of interest. Such attributes
are often conceptualized as signals defined on graphs [15]. Un-
like in classical signal processing (SP), the underlying graph topol-
ogy provides a fair amount of prior information about the said
graph signals, while the graph signals themselves can also deter-
mine and update pairwise node relationships embedded within
graph edges [20]. Accordingly, the field of Graph Signal Processing
(GSP) [19, 22] emerged to fruitfully leverage the relational structure
encoded in the graph when carrying out information processing
tasks. Fundamental concepts in classical SP were generalized to ac-
commodate graph data, notably the graph Fourier transform (GFT)
to enable characteristic operations such as filtering and sampling.
Noteworthy GSP advances include inference and generation of
graph signals from network structures [6, 9], network topology
inference from graph signals [4, 12], and integration of both graph
signals and topology for knowledge discovery in various timely
applications [5, 18, 21, 25]. The required GSP background is briefly
introduced in Section 2; see also [15, 19, 22] for further details.

As COVID-19 spreads on United States (US) soil and severely
impacts a multitude of counties, there has been a great amount of
interest in understanding the spread patterns of the virus. Most
current work has focused on analyzing pathologies from a biological
perspective [13, 28], or on studies of contagion within a specific
location [11, 17]. In this work, we bring to bear recent GSP advances
to investigate the spread pattern of COVID-19 across all counties
in the US, providing a comprehensive spatio-temporal analysis of
the contagion that is still ongoing. Specifically, we contribute via:
• Spatio-temporal study. Data from 3142 US counties was col-
lected, offering a macroscopic view of the contagion within the
nation. The number of daily confirmed cases studied ranges from
January 22, 2020 to April 30, 2020. This 100 day window facilitates
analysis of the evolution of contagion patterns across time.
• Graph frequency analysis. A graph frequency analysis was
conducted to extract valuable information from frequency domain,
beyond traditional vertex or time domain analyses. Specifically, we
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established the correspondence between graph frequency compo-
nents (via low/high-pass graph filtering) and spatial contagion pat-
terns (within/across counties, respectively) in the network. GFT co-
efficients reveal fundamentally different contagion patterns across
locations, and also help identify counties at risk of major outbreaks
that were not readily apparent via simple temporal analysis.

2 GRAPH-THEORETIC PRELIMINARIES
As the Data Science revolution keeps gaining momentum, it is only
natural that complex signals with irregular structure become in-
creasingly of interest. While there are many possible sources and
models of added complexity, a general proximity relationship be-
tween signal elements is not only a plausible but a ubiquitous model
across science and engineering. In this section, we briefly review
needed graph-theoretic fundamentals and introduce the concepts of
GSP, GFT and filtering operations in the graph frequency domain.

2.1 Graph signal fundamentals
Consider signals whose values are associated with nodes of a
weighted, undirected, and connected graph. Formally, we con-
sider the signal x = [x1, . . . ,xN ]T ∈ RN and the weighted graph
G (V ,E,W), whereV = {1, . . . ,N } is a set of N vertices or nodes
and E ⊆ V × V is the set of edges. Scalar xi denotes the signal
value at node i ∈ V . The map W : V ×V → R+ from the set of
unordered pairs of vertices to the nonnegative reals associates a
weightWi j ≥ 0 with the edge (i, j ) ∈ E, whileWi j ≡ 0 for (i, j ) , E.
The symmetric coefficientsWi j =Wji represent the strength of the
connection (i.e., the similarity or influence) between nodes i and j.
Henceforth the graph nodes will be US counties and edge weights
correspond to the geodesic distance between counties; see also
Section 3.2 for details on the simple graph construction process. In
terms of the signal x defined by the daily number of confirmed cases
across all counties, this means that when the weightWi j is small the
signal values xi and x j tend to be similar, based on the assumption
that infections happen via localized contacts. Conversely, when
the weightWi j is large, the signal values xi and x j are not directly
related except for what is implied by their weak connections to
other nodes. Such an interpretation of the edge weights establishes
a link between the signal values and the graph topology.

2.2 Graph Fourier transform and smoothness
An instrumental GSP tool is the GFT, which decomposes a graph
signal into orthonormal components describing different modes
of variation with respect to the graph topology . The GFT allows
to equivalently represent a graph signal in two different domains
– the vertex domain consisting of the nodes inV , and the graph
frequency domain spanned by the spectral basis of G. Therefore,
signals can be manipulated in the frequency domain to induce dif-
ferent levels of interactions between neighbors in the network; see
Section 2.3 for more on graph filters for frequency decomposition.

To elaborate on this concept, consider the eigenvector decom-
position of the combinatorial graph Laplacian L := diag(W1) −W
to define the GFT and the associated notion of graph frequen-
cies. With Λ := diag(λ1, . . . ,λN ) denoting the diagonal matrix
of non-negative Laplacian eigenvalues and V := [v1, . . . ,vN ] the

orthonormal matrix of eigenvectors, one can always decompose
the symmetric graph Laplacian as L = VΛVT .
Definition (Graph Fourier transform): The GFT of x with re-
spect to the combinatorial graph Laplacian L is the signal x̃ =
[x̃1, . . . , x̃N ]T defined as x̃ = VT x. The inverse iGFT of x̃ is given
by x = Vx̃, which is a proper inverse by the orthogonality of V.

The iGFT formula x = Vx̃ =
∑N
k=1 x̃kvk allows one to synthesize

x as a sum of orthogonal frequency components vk . The contribu-
tion of vk to the signal x is the GFT coefficient x̃k . The GFT encodes
a notion of signal variability over the graph akin to the notion of
frequency in Fourier analysis of temporal signals. To understand
this analogy, define the total variation of the graph signal x with
respect to the Laplacian L (also known as Dirichlet energy) as the
following quadratic form

TV(x) := xT Lx =
∑
i,j

Wi j (xi − x j )
2. (1)

The total variation TV(x) is a smoothness measure, quantifying
how much the signal x changes with respect to the presumption
on variability that is encoded by the weightsW [15, 22].

Back to the GFT, consider the total variation of the eigenvec-
tors vk , which is given by TV(vk ) = vTk Lvk = λk . It follows that
the eigenvalues 0 = λ1 < λ2 ≤ . . . ≤ λN can be viewed as graph
frequencies, indicating how the eigenvectors (i.e., frequency compo-
nents) vary over the graph G. Accordingly, the GFT and iGFT offer
a decomposition of the graph signal x into spectral components
that characterize different levels of variability.

2.3 Graph filtering
GFT encodes a notion of variability of the graph signals with respect
to G. For graph signal x with GFT coefficients x̃, filtering can be
done in the frequency domain akin to classical SP of time-varying
signals. As discussed in Section 2.2, eigenvalues of the Laplacian cor-
respond to graph frequencies and eigenvectors serve as frequency
basis. For instance, a low-pass filter can be designed by isolating the
lowest NL eigenvalues and their corresponding eigenvectors [5].
Define a spectral operation x̃L = H̃L x̃, where H̃L = diag(h̃L ) and
h̃L,n = I {n < NL } (I {·} is an indicator function). This is equivalent
to the following convolution operation in the vertex domain

xL = Vx̃L = VH̃L x̃ = VH̃LVT x = HLx, (2)

where HL = VH̃LVT is the low-pass graph filter. In addition to
HL , a graph band-pass filter HM and high-pass filter HH can also
be defined analogously. In this way, all graph frequencies are de-
composed and assigned to each graph filter where HL takes the
lowest NL frequencies, HM takes the middle NM frequencies and
HH takes the highest NH frequencies, with NL +NM +NH = N . As
these filters are mutually exclusive and span all graph frequencies,
we can map signals to the spectral domain via the GFT, filter them
and use the iGFT to map each frequency component back to the
vertex domain. This decomposes the original graph signal into

x = xL + xM + xH , (3)

which increases the resolution of the signal by partitioning it into
components xL ,xM ,xH that exhibit low, medium and high variabil-
ity with respect to the underlying graph topology. In Section 3.3,
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we perform this graph frequency decomposition of COVID-19 data
to investigate various contagion patterns across US counties.

3 GSP ANALYSIS OF COVID-19 DATA
In this section, a graph frequency analysis is carried out on COVID-
19 data. First, we define the graph signals in this context as well
as the network graph constructed for the study. Then a thorough
frequency analysis is conducted to identify contagion patterns.

3.1 COVID-19 data as graph signals
The raw data1 is the cumulative number of confirmed COVID-19
cases per 100k residents for each of the N = 3142 counties in US
from Jan 22 to April 30 (100 days in total); see Fig. 1. Due to the
highly skewed distribution of case counts that severely hindered
visualization, each one of the 3142 values was assigned to one of five
severity levels via range partitioning. Darker color (corresponding
to higher severity level) represents higher number of cases.

Figure 1: Cumulative number of confirmed COVID-19 cases
per 100k residents for each county by Apr 30. For better vi-
sualization, Alaska and Hawaii are removed. This and the
subsequent map visualizations share the same legend defi-
nition and are generated with Tableau.

From the cumulative data in Fig. 1, we compute the number
of daily confirmed cases per 100k residents of each county. The
daily graph signals can be stacked as columns of the matrix X ∈
R3142×100, where row i is a time series of length 100 recording the
daily confirmed cases in county i normalized by its population size.
The time series are depicted in Fig. 2.

From Fig. 1 and Fig. 2 we may generate a rough picture of which
counties suffer the most from COVID-19 infections. However, both
the snapshot in Fig. 1 and the trends in Fig. 2 offer limited amount
of information. There are hidden relationships between the signals
of each county that can contribute to the analysis if we carry out a
network-analytic study. As the spread of epidemic diseases is often
related to the proximity of contacts, it is natural to take into account

1COVID-19 Data Repository by the Center for Systems Science and Engineering (CSSE)
at Johns Hopkins University, https://systems.jhu.edu/research/public-health/ncov/
2Note that some signals have negative values because in the raw data the number of
total confirmed cases at certain regions may be corrected later, which causes negative
daily increases at certain dates. Due to the limited amount of negative values and the
lack of ground truth to verify the correction, we kept these values in our analysis.

Figure 2: COVID-19 signals of all counties. Each line rep-
resents the daily confirmed number of cases per county.
Counties exhibit different trends of signals in the forms of
smooth lines or sudden spikes2.

the geodesic distance between counties in building a graph. In this
way, we may find different features of graph signals corresponding
to the geographic graph and evidences of different patterns of the
virus contagion in different locations within the country.

3.2 Graph construction
By extracting the latitude and longitude coordinates of each county,
we compute the geodesic distance between counties. A weighted
undirected graph G was constructed with N = 3142 counties as
nodes and

(3142
2
)
edges, where edge weights represent the geodesic

distance dist (i, j ) as an angular arc length on Earth between each
pair of counties (i, j ). A thresholded Gaussian kernel weghting
function was adopted to yield the edge weights in W [22], namely

Wi j =



exp
(
−
[dist (i,j )]2

2θ 2

)
if dist (i, j ) ≤ k,

0 otherwise,
(4)

wherek is a threshold and θ is a bandwidth (scale) parameter. Future
work shall consider and include population mobility patterns to
help determine the graph structure beyond geodesic connectivity.

3.3 Frequency decomposition of graph signals
With the graph signals X and graph topology G, we can follow the
procedure in Section 2.2 and Section 2.3 and carry out frequency
decomposition of the graph signals. First, the Laplacian matrix is
formed using W and its eigenvalues and eigenvectors were com-
puted. A low/band/high-pass filter was constructed by taking the
lowest/middle/highest one third of the eigenvalues, respectively.
After graph filtering described in Section 2.3, the original graph
signalX is now decomposed into {XL ,XM ,XH } ∈ R

3142×100, which
represents signal components that change slowly/mildly/rapidly
with respect to the underlying geographical graph G [7]. Following
the same procedure in [5, 7, 8], we take the row-wise average of
the absolute values in XL ,XM ,XH and thus obtain three vectors
of length 3142 that quantify the signal magnitude per county with
respect to their energy occupancy in each spectral band; see Fig. 3.

With GFT, we can partition the signal of each county into three
frequency components and see if its signal concentrates more in
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(a) (b) (c)

Figure 3: Magnitude of (a) low-pass (b) band-pass (c) high-pass signals of each county. Each color represents one US state. Some
counties with high signal magnitudes were labeled out.
a single frequency component. For example, for NYC and nearby
counties (yellow spikes before node No. 2000 in Fig. 3a) we can
see very high magnitude in low-pass signals while relatively very
low magnitude in the rest frequency components. As low-pass sig-
nals exhibit low variability with respect to the underlying graph
topological connections, the signal patterns at NYC and nearby
counties indicate that they share similar signals, which in turn re-
flects the assumption that regions with high magnitude of low-pass
signals have similar number of daily confirmed cases normalized
by population size with neighboring counties. On the other hand,
high-pass signals are related with high variability regardless of the
graph structure. Thus counties with high magnitude of high-pass
signals shall present very distinct and abnormal signals compared
with counties around them. Analysis in the next section combined
multi-resources information to establish the connection between
graph frequency (low/high-pass) and contagion spread patterns (i.e.
due to across county spread or within county outbreak).

For simplicity, in the following discussion, we use the term LP
regions to represent counties with high magnitude of low-pass
signals, andHP regions for counties with high magnitude of high-
pass signals. As low-pass signals and high-pass signals correlate
with distinct contagion patterns and band-pass signals result from
a mixture of them, we spent less effort on the band-pass signals.

3.4 Frequency analysis w.r.t contagion patterns
In this section, we further analyzed the correspondence between
graph frequency components and the contagion patterns. Signals
surviving low-pass filtering shall be smooth above the graph, indi-
cating that low-pass signals shall not vary much between neigh-
boring nodes. On the other hand, high-pass signals shall exhibit
significant difference between neighboring nodes. In this analysis,
we expect to build a correspondence between low-pass signals and
across-county contagion, as one possible result of across-county
contagion is that nearby counties will have similar number of con-
firmed cases, leading to smooth signals on graph. Meanwhile, high-
pass signals shall relate to within-county outbreak, which makes
the signal of the current county very dissimilar to nearby counties,
leading to high-variability signals. In a more specific way, LP re-
gions suffer more from across-county spread and HP regions suffer
more from within-county outbreak.

3.4.1 Regions rank top in each frequency components. Fig.
1 shows a snapshot of the cumulative confirmed cases for each
county. From the original data we can only see which county has
the most severe situation. Using GFT, more information can be
revealed from frequency domain which motivates us to speculate
and explain why these counties suffer the most with respect to the
connectivity encoded in the geographical graph. Table 1 offers a
peek insight of the counties ranked top with the most cumulative
confirmed cases, and identifies which frequency component that the
signals of the counties concentrate in. Fig. 4 presents themagnitudes
of low-pass signals and high-pass signals of all counties on US map.

Table 1: Frequency component assignment to regions
ranked top by cummulative confirmed cases

County State Frequency component
New York New York LP region
Lincoln Arkansas HP region
Bledsoe Tennessee HP region
Rockland New York LP region
Marion Ohio HP region
Pickaway Ohio HP region

Westchester New York LP region
Cass Indiana HP region

Nassau New York LP region
Passaic New Jersey LP region
Louisa Iowa HP region
Hudson New Jersey LP region
Union New Jersey LP region

It is clear from Fig. 4a that counties labeled as LP regions locate
mostly from mid and east US, and low-pass signals are smoothly
spread on the map. This indicates that these regions share similar
signals with nearby counties. On the other hand, counties identified
as HP regions are distributively located in the central-east area in
Fig. 4b. Further investigations of local news reveal a consistent
finding that all these HP regions have concentrated outbreaks at
prison, nursing home and food plants etc., to list a few [1, 23, 24].
This makes their signals very different from neighboring counties,
thus standing out after high-pass graph filtering.
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(a) (b)

Figure 4: Magnitude of (a) low-pass (b) high-pass signals of each county. Higher frequency components tend to be more local-
ized in the vertex domain, whereas the signal energy distribution in the low-pass signal is more spatially diffused.

The analysis above shows what we can learn from the existing
data using GFT. Besides, GFT can also tell us what is not shown in
the raw data. Among the counties whose signal magnitudes ranking
in the top 50 in each frequency components, a further mining was
conducted to see if any of these counties did not appear in the top
150 counties ranked by the total cumulative confirmed cases per
100k residents. In the high frequency component, 20 such regions
show up as included in Table 2.

Table 2: High-risk counties revealed by frequency analysis

County State
Jasper Illinois

Moniteau Missouri
Adair Kentucky
Jackson Kentucky

Muhlenberg Kentucky
Wabaunsee Kansas
Kemper Mississippi
Dallas Iowa

Dearborn Indiana
Washington Oklahoma
Leavenworth Kansas

Lake Illinois
Attala Mississippi
Jackson West Virginia
Randolph Illinois
Davidson Tennessee
Carroll Mississippi
Franklin Indiana

Oglethorpe Georgia
Hopkins Kentucky

These counties may be ignored within raw data, but via GFT, they
stand out to show irregular signals with respect to local geographi-
cal connections, indicating that these regions have very different
contagion patterns from nearby counties. News search also returns
evidences that these regions as well suffer from outbreaks in nurs-
ing home, or weirdly very high confirmed cases compared with
other counties in the same state, etc. These regions may be regarded
as in âĂŸhigh-riskâĂŹ since they are easily ignored with total con-
firmed cases not high enough to catch attention but relatively high

confirmed cases per 100k residents compared with neighboring
regions. Thus, these regions, if no cautions and interventions are
made, could become new hot spots causing serious outcomes.

3.4.2 Start date of contagion per frequency band. One key
feature of the investigation of pandemic is the date when the first
confirmed case was recorded, as it marks the beginning of the
contagion and also reflects the total duration. For the top 50 LP
and HP regions ranked by signal magnitude, their start dates were
extracted and the corresponding distribution was shown in Fig. 5a.
T-test confirms that LP regions have significantly (p = 0.05) earlier
dates of the first confirmed case, suggesting that in LP regions, the
spread of COVID-10 began relatively earlier than HP regions.

3.4.3 Daily number of confirmed cases per frequency band.
Another key feature is the daily confirmed cases that reflect the in-
crease rate of COVID-19 cases. For the same LP and HP regions, the
average number of daily confirmed cases was computed as shown
in Fig. 5b. Again, LP regions have much higher daily confirmed
cases, suggesting relatively faster spread of the virus.

The analysis in Section 3.4 connected the graph frequency com-
ponents with descriptive findings from raw data such as dates of
first cases and daily increase rate. The fact that LP regions have
typically earlier start of the contagion and much faster spread, also
considering that LP regions are more densely gathered as shown
in Fig. 4a, makes it a valid conclusion that LP regions suffer from
across-county spread. Since the contagion happened early in these
regions, not sufficient prevention procedures were applied, which
gradually leads to a relatively fast and wide spread. Meanwhile,
HP regions located distributively in the central inland area. The
reasons that these regions suffer from COVID-19 are all due to
local outbreaks in prison, nursing home and food plants. This also
explains that why these counties have high magnitude of high-pass
signals as these outbreaks make their signals very dissimilar to
nearby regions.

3.5 Temporal analysis of low-pass signals
In the above static analysis, a scalar value was assigned to each
county in each frequency component by taking the row average of
XL ,XM ,XH introduced in Section 3.3. Such implementation helps
find the link between low/high graph frequency and contagion
pattern of across/within-county spread. However, we lose rich tem-
poral information by taking the average of the complete signal
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Figure 5: (a) Distribution of dates of first case and (b) distribution of daily increase rate for LP and HP regions. T-tests with
p = 0.05 were carried out in both comparison to prove the statistically difference between LP and HP regions.
timeseries. For example, in the result from the static analysis above,
we see that LP regions include few counties on the west coast. Since
west coast regions have more cases in the beginning (e.g State of
California, Washington), we expect to see the trend that in the
beginning, west coast suffers from local across-county virus spread
and then the situation on the east coast got much worse.

For temporal analysis, previously in each frequency component,
we have a XL ,XM ,XH ∈ R

3142×100, which is the result of the
process (GFT, filtering, iGFT). Instead of taking the average of each
row, all 100 days were first partitioned into 5 windows with a
size of 20 days to represent different temporal stages. The row-
wise average of each window was taken. In this case, instead of a
single 3142-by-1 vector recording signal magnitude per county in
a frequency component, now we have five such vectors. Here, the
focus is placed on the low-pass signals since previous section, we
have related it with across-county spread. The 5 stages capturing
the evolution of magnitude of low-pass signals on US map were
visualized in Fig. 6.

We can see the pandemic center migrates from west coast to
each coast and spread from a few counties to a much larger area
including most counties. As the low-pass signals are related with
across-county spread, we can conclude that as time goes by, most
US counties are having more cases and the spread of the virus
among counties is happening and getting worse.

4 CONCLUSION
In this work, we investigated a powerful tool of Graph Signal Pro-
cessing and applied it in a timely research on analysis of COVID-19
contagion patterns. Novel information extracted from graph fre-
quency domain leads to new findings regarding the contagion pat-
terns of COVID-19. By establishing the link between graph low/high
frequency and the across/within-county contagion spread, we were
able to determine the spread patterns of 3142 US counties, and iden-
tify ’high-risk’ regions which may be ignored in classical temporal
signal analysis. Specifically,
(1) GFT helps partition raw graph signals into different graph fre-
quency components with respect to the underlying graph structure.
Signals in low/high frequency components show few/rapid varia-
tion regarding the connectivity encoded in the underlying graph,
thus can be further related with across-county spread and within-
county outbreaks.

(2) GFT can help identify regions that are not among the top regions
with highest total confirmed cases. This offers new insights beyond
raw graph signals to locate vital regions that may have relatively
low cases compared to large cities like NYC but may very likely
become regional hots spot due to their highly irregular signal (i.e.
COVID-19 confirmed cases).
(3) LP regions suffer from early confirmed cases and faster increase
rate. Based on the concept of low graph frequency (i.e. signals not
vary much w.r.t graph connectivity), this indicates more geographi-
cally spread patterns of contagion.
(4) HP regions have relatively late confirmed cases and slower rate.
By searching news, we find that these regions suffer from out-
breaks in prison, nursing home, food plants etc. This fact perfectly
matches the concept of high graph frequency signals w.r.t graph
topology, indicating that the virus situation in these regions are
due to concentrated within county outbreaks.

Generally speaking, the use of GSP and GFT exploits the fre-
quency domain information embedded in the raw data, and in this
specific cases of COVID-19 study, helps identify spread patterns
of the virus among US counties. More importantly, the framework
used in this work can also mine ’high-risk’ regions which require
timely intervention operations to cutoff the contagion before it
reaches the stage of across-county spread. Future work shall be
devoted to construct graphs incorporating mobility patterns such
as airline connections to reveal in-depth patterns of the contagion.
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