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ABSTRACT

In this paper, we propose a novel unsupervised graph represen-
tation approach in a graph stream called SnxapSkercH that can be
used for anomaly detection. It first performs a fixed-length random
walk from each node in a network and constructs n-shingles from
a walk path. The top discriminative n-shingles identified using
a frequency measure are projected into a dimensional projection
vector chosen uniformly at random. Finally, a graph is sketched
into a low-dimensional sketch vector using a simplified hashing of
the projection vector and the cost of shingles. Using the learned
sketch vector, anomaly detection is done using the state-of-the-art
anomaly detection approach called RRCF [1]. SnapSkeTcH has several
advantages, including fully unsupervised learning, constant mem-
ory space usage, entire-graph embedding, and real-time anomaly
detection.
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1 INTRODUCTION

Learning problems like classification, link prediction, community
detection, role discovery, anomaly detection, visualization, etc.,
in graphs can be accomplished using standard machine learning
algorithms. However, the primary challenge is in the extraction
of informative, discriminating, and independent features that can
represent or encode a graph structure so that it can be used as
input to a machine learning model. For example, to predict the links
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between two individuals in a social network, we might want to ex-
tract pairwise information that represents the relationship strength
between two individuals, like the number of common friends. Or
to classify a node, we might want to extract node properties like a
local neighborhood, global position in the graph, etc. Since there
is no common or simple way to encode or represent these high
dimensional graphs, the feature extraction in graphs is challenging.
One way is to map user-defined statistics, like degree, label, or
neighborhood statistics, into a feature vector. The disadvantage
of these kinds of approaches is that the feature vector transfor-
mation may lead to a loss in the topological information, feature
generation is time-consuming and expensive, and features gener-
ated beforehand cannot adapt during the learning process [16]. On
the other hand, a classical feature representation technique like
a graph kernel can evaluate the similarity between two graphs G
and G’ by recursively decomposing them into atomic substructures
through random walks [12, 21], shortest paths [6], subgraphs [34],
subtrees [20, 32], etc., and define a similarity function over the
substructures (e.g., counting the number of common substructures
across G and G’). However, most of these atomic substructures
in graphs are extracted using a well-defined function and when
used on large datasets of graphs, it leads to building very high
dimensional, sparse, and non-smooth representations yielding poor
generalization [16, 41].

Recently, a graph representation technique called graph em-
bedding has gained popularity. Graph embedding is an approach
that transforms nodes, edges, subgraphs, graphs and their fea-
tures into a low dimensional vector space whilst optimally pre-
serving their properties. Embedding techniques are categorized
into factorization-based [5, 29], random walk-based [14, 31], and
deep learning-based [22, 40] techniques. Though graph embedding
shows promising results among graph representation methods, the
computation cost is usually high. Also, most of the research on
graph embedding is focused on a node and edge embedding and
little work has been done for embedding the subgraphs or the com-
plete graphs. Furthermore, there is limited research when it comes
to embedding a streaming graph.

In streaming graphs, sketching techniques have been used as a
part of an efficient learning task [11, 19, 26]. Sketching is another
graph representation technique that projects the higher dimen-
sional object like graphs into a lower-dimensional feature vector.
In other words, sketching summarizes big and streaming graphs
while preserving their original properties like graph distances, cut,
and density. These approaches can handle streaming, heteroge-
neous graphs, with low space overhead and real-time processing
of the graph [3, 26]. In this work, we propose an unsupervised
general-purpose graph sketching technique called SnapSkercH that
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can represent a snapshot of a graph stream at any time ¢ into a
fixed-size sketch vector. SnapSkeTcH first performs a fixed-length
random walk from each node in a graph and constructs n-shingles
from a walk path. The top discriminative n-shingles are identified
using a frequency measure and are projected into a d—dimensional
projection vector h[y__g) = {1,0} chosen uniformly at random
with probability r. Finally, the graph is sketched into a low dimen-
sional sketch vector using a simplified hashing of the projection
vector and the cost of shingles. As a result, the obtained sketch vec-
tor can then be processed by standard machine learning algorithms
for anomaly detection.
The contributions of this work can be summarized as follows:

e We propose SNAPSKETCH, an unsupervised graph representa-
tion approach on a graph stream.

e We demonstrate the effectiveness of SnapSkercH on anoma-
lous hotspot detection in graph streams.

o SnapSkeTcH outperforms baseline graph stream anomaly de-
tection approaches on several large real-world graph streams.

2 RELATED WORK

Our proposed graph representation technique maps graph-structured
data into a fixed-size sketch vector. This work closely resembles
three popular techniques of graph representation: graph kernel,
graph embeddings, and graph sketching.

A graph kernel recursively decomposes the graph into atomic
substructure like graphlet, subtree, random walk, etc., and repre-
sents a graph structure as a vector containing the counts of the
atomic substructures. The similarity of the two graphs can be mea-
sured using the inner product of such vectors. Kondor and Lafferty
[23] first proposed the idea of constructing kernels (called a diffu-
sion kernel) between the nodes of a single graph and it was later
extended by Smola and Kondor [37]. Graph kernels based on walks
and paths [12, 18, 21, 39], subgraph (or graphlet) [20, 34, 35], and
subtree [10, 32] are proposed by various researchers. Furthermore,
other graph kernels like Deep Divergence Graph Kernels (DDGK)
[4] measure the similarity between a pair of graphs by the diver-
gence in their structures. However, while graph kernels are defined
using a fixed set of substructures or patterns, their capacity to dis-
tinguish graphs of different classes does not adapt to the given data
distribution [24].

Like graph kernels, a graph embedding represents the graph-
structured data into a vector space. Initially, a graph embedding
evolved as a dimensionality reduction technique where a graph
with D—dimensions is embedded into a d—dimensional vector space,
where d << D. Recently, the research has shifted towards gener-
ating a better representation of graphs. Factorization-based graph
embedding represents a graph in the form of a matrix (e.g., node
adjacency matrix, Laplacian matrix, node transition probability ma-
trix, etc.) and factorizes this matrix to obtain a node embedding.
GraRep [8] and HOPE [29] are examples of factorization-based
embedding. The problem with factorization-based methods is that
they are not capable of learning an arbitrary function, e.g., to ex-
plain network connectivity. Thus, unless explicitly included in their
objective function, they cannot learn structural equivalences [13].
Embedding techniques like DeepWalk [31], node2vec [14], HARP
[9], etc., are based on a random walk. But, the shallow models
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based on random walk or a factorization method cannot capture
complex and highly non-linear network structures, resulting in
sub-optimal network representations [40]. However, deep learning-
based methods like Structural Deep Network Embedding (SDNE)
[40] and Graph Convolution Networks (GCNs) [22] can effectively
capture the highly non-linear network structure and preserve the
global and local structure of the network.

The embedding techniques discussed above focus on node em-
beddings. The application of such an embedding is limited to node
classification and edge prediction. Approaches like PATCHY-SAN
[28], graph2vec [27], Sub2vec [2], GAT2VEC [33], etc., propose the
embedding of the complete graph and are better suited for graph
classification. In a dynamic graph, an embedding technique like
GCN [22] is proposed. However, GCN [22] does not consider the
timing factors, which cannot be ignored in the dynamic graphs. Net-
Walk [42] learns a network representation in a dynamic network by
encoding the vertices of the dynamic network to vector representa-
tions by a clique embedding that can be updated dynamically as the
network evolves. AddGraph [44] uses an extended temporal GCN
with an attention model that can capture both long-term patterns
and the short-term patterns in dynamic graphs. The embedding
techniques are based on a neural network. Due to stacking multiple
layers of graph convolution or high complexity of backpropagation,
they do not scale well for large graphs. Also, the majority of graph
embedding techniques cannot handle dynamic and heterogeneous
graphs.

Sketching is a useful graph representation technique in a stream-
ing setting for summarizing graphs that can be implicitly stored
in a small space and constructed when required. Using sketching,
the summary of the entire graph can be computed without storing
the whole graph. gSketch [43], SpotLight [11], StreamSpot [26],
TCM [38], NetCondense [1], SBG-Sketch [19], GODIT [30], etc.,
are examples of sketching techniques in streaming graphs. In this
work, we propose a sketching approach in a graph stream called
SnapSkeTcH that uses a simplified hashing of the discriminative shin-
gles generated from a biased-random walk. The sketches generated
by SnxapSketcH can then be used for anomaly detection in dynamic

graphs.

3 PROPOSED METHODOLOGY

3.1 Preliminaries

In this section, we formally define the problem and notations, and
introduce our streaming graph model.

3.1.1  Problem Setting. Let Gs ={G1, G2, ..., Gt, ...} be a graph stream
where each G; denotes a graph at time t. We consider a graph
G: = (v, e, f) as a generic weighted (un)directed heterogeneous
graph. Whenever a new graph G; arrives in the stream, a biased-
random walk of a fixed length [ is performed from each node in G;
extracting a walk path pg, ={v1, v2, ..., v;}. The n-shingles are then
constructed from a walk path pg, .

Definition 3.1. A shingle is a contiguous sub-sequence con-
tained in a walk path pg, .

Definition 3.2. The n-shingle S(v, n) is a sub-sequence of size n
constructed from a random walk path pg, .
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The value of n can be randomly chosen to be any constant. How-
ever, the lower value of n might not represent any significant neigh-
borhood information. For example, if an n = 2 shingle represents
the edge, it might not provide enough information about the neigh-
borhood beyond one hop (or one neighbor). On the other hand, a
larger value of n will produce a more expressive local neighborhood
[26]. From the set of shingles (S;) present in a graph Gy, the top k
discriminative shingles (Sf) are determined, i.e., shingles with the
highest frequency values. Each of the top k discriminative shingles
are then projected into a d—dimensional vector hy 4] = {1,0}
chosen uniformly at random with probability r.

Definition 3.3. Sketching is the data representation technique
where the higher dimensional graph object G; can be projected into
a lower-dimensional vector oG, while preserving the properties of
the original object with high probability.

Definition 3.4. Cost vector c; is a vector of size |Sf | where each
element in ¢; holds the cost of a discriminative shingle Sf

Using a projection vector h; and a cost vector c;, our goal is to
embed a graph G; into a d—dimensional sketch v, . Such sketching
will preserve good approximations of the original properties of the
graph like graph proximity. In other words, if two graphs share
a common structure, they share a higher number of n-shingles,
therefore, their sketches v, are closely mapped. Intuitively, graph
proximity measures how many nodes, edges, and paths are shared
by two graphs [2]. The graph proximity can then be calculated
using similarity measures like Jaccard similarity, Cosine similarity,
Euclidean distance, etc., between the set of sketches vg,. Give two
graphs G1 = (v1, e1) and Gz = (vg, e2), the graph proximity between
Gj and Gy, is larger if the number of shared discriminative shingles
is larger. Note that using sketches of n-shingles (if n > 2) for mea-
suring graph proximity is not just similarity measures like Jaccard,
Cosine, or Euclidean similarity measures of nodes or edges in the
two graphs, as it also takes the connections among the common
nodes into account.

3.1.2  Problem Definition. Given the aforementioned setting, we
now formulate the problem that we aim to tackle in this work as
follows: Given a graph stream G5 = {G1, Ga, ..., Gy, ...}, our goal is
to learn a sketching function f for each graph G; € RIF such that
f:G =g, € S4,d << |0|? while ensuring that the original
properties of the graph are well-preserved in such a d—dimensional
vector vg, .

The framework of our proposed method, SnapSkeTCH, consists
of two key steps: (i) generating shingles using a biased random
walk, (ii) generating a fixed-sized d—dimensional sketch by hashing
discriminative shingles. We now discuss these two steps in detail.

3.2 Shingling using Biased Random Walk

Random walks have been used as a similarity measure for a variety
of problems in graphs [2, 14, 31]. Random walk can also measure
the similarity between graphs by measuring the distance between
two nodes in the graphs, the number of shared paths, the number of
shared neighbors between nodes in the graphs, etc. Similarly, like a
k—gram in a text document to construct vector representation [7], a
random walk path can be decomposed into a set of n—shingles and a
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Figure 1: Pictorial representation of node2vec random walk
[14]. The walk is at v (previously at ) and is evaluating its
next step out of node v. Search biases « for each edges are
shown as a label.

vector representation can be constructed using frequencies (or cost
measures) of n—shingles. The similarity between the two graphs can
then be defined on the similarity between their n—shingle. Hence,
using random walks and shingling techniques, we can effectively
capture the contexts in which graphs have high similarity.

For each node v; in graph Gy, the random walk of length [ starting
at node v; is simulated in such a way that each it node in the walk
path (w;) is generated by the following distribution [14]:

T if (o,x) €e

0 otherwise

P(wi =x|wi-1=0) = {

where 7,y is the non-normalized transition probability between
node v and node x, and Z is the normalizing constant. The non-
normalized transition probability can be calculated using edge
weights. The normalizing factor Z, in this case, can be the total
weight of all the edges between node v and x. We choose to do a
short random walk starting from each node instead of a single long
walk throughout the whole graph because if there is a disconnected
component in the graph, the single longer walk might not traverse
the disconnected part of the graph.

Neighborhood sampling using a breadth-first search (BFS) pro-
vides the structural information (like if the node is a bridge or a
hub) about the local neighborhood. On the other hand, a depth-first
search (DFS) can explore the global view of the graph and give
information beyond the 1-hop neighborhood. Using node2vec [14],
with a random walk we can smoothly interpolate between BFS and
DFS and gather information about both local and global information
of the node. The random walk can interpolate between BFS and
DFS using parameters p and q. As shown in Figure 1, if a random
walk just traversed the edge (t,v) and is currently at node v, the
next step to the node x leading from the current node v on the walk
can be decided using transitional probability 7yx = apq(t, x).wox,
where wyy is the weight of the edge (v, x) and

% ifdex =0
apq(t,x) =41 ifdy =1
é ifde =2

where d;x is the shortest distance between nodes t and x. The
parameter p controls the likelihood of revisiting an older node in
the walk while parameter g allows differentiating between “inward"
and “outward" nodes. The high value of g provides a walk with
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Figure 2: Hashing using shingle-frequency vector.

a local view (equivalent to BFS behavior) while a low value of ¢
provides a walk away from the current node (equivalent to DFS
behavior). Thus, we can get structural information efficiently (in
both time and space) from a graph using a biased random walk [14].
Finally, we generate S;, a set of n-shingles from the random walk

path pg, .

3.3 Hashing Discriminative Shingle

Sketching techniques have been used as key features for repre-
senting graphs [3, 11, 26]. A graph G; can be sketched using a
frequency of n-shingles present in the graph. Let us take an ex-
ample as shown in Figure 2 where S is the global shingle universe
that holds all unique shingles in G; and Gg, and c¢; and c; are the
shingle-frequency vector of size |S| that holds the frequency of each
n-shingle present in a graph. The similarity of graph G; and G,
could then be measured using similarity measures between ¢; and
c2. However, in a real-time streaming scenario, whenever a newer
graph G;41 arrives in the stream, if the new n-shingle appears in
Gt+1, then the number of dimensions for a sketch will increase (as
the size of shingle universe |S| increases). The sketch vector will
increase to the exponential number of dimensions and is infeasible
to compute or store in the long run. Hence, we propose a simpli-
fied hashing technique that composes a fixed-size graph sketch by
hashing the top k discriminative n-shingles (instead of all shingles
present in the graph).

The n-shingles obtained from a random walk path pg, can rep-
resent structural information of the graph. By effectively selecting
the k most frequent n-shingles called discriminative shingles sk,
we can summarize or illuminate a major part of the graph. If k is
low, only a part of the graph might be represented (only a few key
neighborhoods will be summarized), while if k is sufficient enough
most of the graph can be represented. The similarity between two
sets of discriminative shingles can then be approximated using
hashing such that:

e Hashing converts set of k—discriminative shingles into a
small sketch (or signature) using a hashing function f, i.e.,
f: Sf — G,

e Sketch vg, is small enough to fit in the memory.

o If similarity(S¥, S ) is high then Probability P(vG, == vg,)

to o
is high.

o If similarity(Sf, Sf,) is low then Probability P(vg, == vg,,)
is low.

3.3.1 Simplified Hashing. For a graph G; at time ¢, the top k dis-
criminative shingles Sf are first instantiated with a d—dimensional
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Figure 3: An illustration of the SnaprSkercH framework. The
inputis a collection of graphs (left). Using a fixed-length ran-
dom walk, k—discriminative shingle Sf are generated. Sim-
plified hash is used to generate the d—dimensional sketch
vector v, by multiplying cost vector c; with projection vec-
tor hy (mid). The similar graph are mapped closer using
sketch vector (right).

projection vector hy = {1,0} chosen uniformly at random with
probability r such that:

1 randomly chosen with probability r

Vk € Sf,h[l d] =
0 randomly chosen with probability 1-r

Using a shingle projection vector hy, a graph G; is embedded into
a d—dimensional sketch vector vg, such that:

UG, = Ct X hy

where hy is the k X d dimensional projection vector of Sf and ¢; is

the cost vector that holds the cost of k—discriminative shingles Sf
in graph G; such that:

et = [esp s ], €5 = Ws; X1

where wy, is the sum of edge weights in the shingle S; and rg, is the
frequency of S; in G;. The shingle itself represents the neighborhood
information while the cost will provide the structural information
of the graph as we take the weight of the edges into consideration.
Hence, a graph G; € Rl canbe represented by a fixed-size sketch
vector vG, € 59 such that d << |o|2. The visual illustration of the
sketching technique is shown in Fig. 3. The pseudo-code of the
proposed algorithm is given in Algorithm 1. The hash functions
randomly project each discriminative shingle into a d—dimensional
projection vector hy (line-12). The sketch vector vg, for a graph
G; is obtained by multiplying the cost vector ¢; with projection
vector hy (line 19). Each projection dimension can be considered as
a snapshot that highlights and represents a key neighborhood of
the graph (represented by shingles). Provided that we have enough
snapshots, almost the entirety of the graph could be brought to
light. The sketch vector v, obtained using the above methodology
can be used as an input to any standard machine learning algorithm
for anomaly detection.

3.4 Complexity Analysis

In each time step t, two key steps are involved: generating a walk
path using node2vec walk, and generating a sketch vector using
shingles. First, for a node2vec walk, we perform a fixed-length
walk from each node. Therefore, for a graph G; with v nodes, the
computation complexity would be O(vl) where [ is the length of
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Algorithm 1: SnapSkercu Algorithm
Input: Graph Stream G, ={G1, G, ..., G, ...}
Parameters:d, k, [, n
Output: Anom_score
Function Main(Gs, d, p, k, I, n):
while not end of stream do

[

[N}

3 PG, < node2vecWalk(Gy, I)

4 Sy — [pG[ [i : i + n] for i in range (len(pg,)—(n — 1))]

5 Sf «— S;.sort(reverse=True)[: k] //get
k—discriminative shingles

6 ha «Hashing(Sk, d, r=0.2)

7 vG, U Sketching(Sf, hg)

8 Anom_score < RRCF(vg,)

9 end

10 Function Hashing(Sg, d, r):
11 for S; = S¢[1,....k] do

12 hg U random([@,1], d, p=[1-r, rl)
13 end

14 return hy

15 Function Sketching (S, hg):
16 for S; = Si[1,....k] do

17 cr Uwg; X,

18 end

19 UG, = ¢t X hd

20 return ug,

the random walk. Second, to generate a sketch vector, k— discrimi-
native shingles are projected into a d—dimensional vector h; that
takes O(kd) time, and generating a sketch vector vg, from the pro-
jection vector hy and cost vector c; takes O(k?d). Therefore, the
overall sketching time for a single graph with v nodes is O (0l +k2d).
Similarly, if there are n graphs in a graph stream G, it consumes
O(nd) space to store the sketch vector vg, .

4 ANOMALY DETECTION

Let us consider G; = (v, e, f) as a generic weighted graph at time ¢
such that Ve, a function f assigns a weight wto e, ie, f > exy = w
where x is the source node and y is the destination node. The
neighborhood/region in the graph can be represented by the set
of n-shingles generated from a random walk path. The localized
regions/neighborhood of certain activities are called hotspots. The
graph G; is said to be anomalous if G; exhibits the following be-
havior:

(1) If there is a sudden (dis)appearance of edge(s) with high
weight. In other words, G; is anomalous if Je € (G, G¢-1)
3wy >> wi—1 V wi1 >> w; where w; is the weight of e in
G; and w;—1 is the weight of e in G;_1.

(2) The sudden increase (or decrease) in incoming/outgoing
edges to/from a vertex. In other words, G; is anomalous if
Fo € (Gt,Gr-1) 2 Nt(v) >> Ni—1(v) V Ne—1(0) >> Nt (0)
where N;(v) is the number of neighbors of v in G; and
N;-1(v) is the number of neighbors of v in G;_1.

To summarize, the graph G; is said to be anomalous if there is
a sudden change in the localized graph structures (or hotspots)
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compared to the graphs {G;—1, G;—2, ...} from the past. The impor-
tant aspect of this definition is that the change in a hotspot should
be sudden rather than slowly evolving, because slowly evolving
communities are not a part of the anomalous hotspot. Detecting
such anomalies is useful in identifying cyber-attacks like a port
scan, denial of service attack, etc., in computer networks, unusual
road traffic patterns related to holidays, events, accidents, etc., or a
spammer in a social network that acts fast to increase their page
(or account) activities. Since our random walk traverses the entire
graph (a short walk from each node) and is biased toward the denser
edges, the discriminative shingle if chosen effectively can take a
snapshot of the significant portion of the hotspot in the graph.
Therefore, as our focus is on identifying anomalous hotspots in the
graph (like DoS attacks) we believe that the set of the most frequent
k shingles can effectively summarize the graph. To quantify the
effectiveness of a graph representation for an anomaly detection
task, the sketch vectors are tested using an unsupervised anomaly
detection algorithm.

4.1 Anomaly Detection Algorithm

The sketch vector obtained using SNapSkeTcH and comparison ap-
proaches is given as an input to an anomaly detection algorithm.
Anomaly detection is performed by using the state-of-the-art Ro-
bust Random Cut Forests (RRCF) [15]. RRCF algorithm is an unsu-
pervised ensemble method for detecting outliers in streaming data.
We initialize RRCF using 100 trees and 256 samples. RRCF initializes
the forest of 100 trees by using the sketch vector of the first 256
graphs. RRCF outputs the anomaly score of a graph as a collusive
displacement, which measures the change in model complexity
incurred by inserting or deleting a given graph. A score above the
goth percentile is marked as an anomaly. For a detailed description
of RRCF, the reader can refer to [15].

4.2 Baseline Approach

The comparison graph stream sketching technique methods used
in this work are StreamSpot [26] and SpotLight [11].

StreamSpot [26] StreamSpot introduces a similarity function
that compares two graphs based on the relative frequency of local
substructures represented as short strings. StreamSpot represents
each graph G using a shingle-frequency vector zg. A k-shingle
s(v, k) is constructed by traversing edges, in their temporal order,
in the k—hop neighborhood of node v (also called Ordered k—hop
Breadth-First Traversal). It then uses locality-sensitive hashing
(LSH)-based similarly function to generate constant-space sketch
vector representation of a graph in a stream. The LSH-based similar-
ity function ensures that graph structures represented as a sketch
vector preserves graph similarity. For more details about this ap-
proach, refer to [26].

SpotLight [11] SpotLight is a randomized sketching-based ap-
proach that guarantees that an anomalous graph is mapped ‘far’
away from ‘normal’ instances in the sketch space with a high proba-
bility for an appropriate choice of parameters. SpotLight composes
a sketch containing total edge weights of K specific directed query
subgraphs chosen independently and uniformly at random, ac-
cording to node sampling probabilities, p for sources, and g for
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Table 1: Network traffic dataset for anomaly detection.

Dataset # of # of Edges | Time
Graph | Anomalies Unit

Smart Homes IoT 9,678 1,007 29,959,737 | 1 min

DARPA 1998 3,497 361 3,904,797 | 10 min

destinations. This leads to a (K, p, q)—SpotLight graph sketching.
For more details about this approach, refer to [11].

4.3 Dataset

In this section, we evaluate the proposed methods using two pub-
licly available time-evolving graph datasets that contain known
anomalies. The datasets are related to network traffic and the anom-
alies are in the form of Denial of Service (DoS) attacks. A summary
of each of the data sets is shown in Table 1.

Smart Home IoT Traffic The smart home IoT traffic dataset
used in this study is collected from The University of New South
Wales Sydney (UNSW Sydney) smart home test-bed [17, 36]. A
real-life smart home environment was created with 28 different
IoT devices that include cameras, switches and triggers, hubs, air
quality sensors, electronics, healthcare devices, and light bulbs. For
our experimentation, one week of data spanning across October
1-7, 2018 is used. Each DoS attack in the dataset lasts for 10 minutes
and is launched with the maximum limit of 1, 10 or 100 packets per
second. Based on this ground truth, if an individual graph contains
at least 100 edges belonging to a DoS attack, the graph was labeled
anomalous. It should be noted that the anomaly detection algorithm
used is an unsupervised approach and the labeled dataset is only
used for performance evaluation. For more detail on the process of
data collection and data, the reader can refer to [36].

1998 DARPA Intrusion Detection Dataset [25] The DARPA
1998 datasets contain labeled data generated by simulating network
traffic for a medium-size U.S. Air Force base. The dataset contains
more than 300 instances of 38 different automated attacks in seven
weeks of training data and two weeks of test data. The dataset
contains denial of service (DoS) attacks designed to disrupt a host
or network service. Some DoS attacks (e.g., smurf) excessively load
a legitimate network service, others (e.g., teardrop, Ping of Death)
create malformed packets that are incorrectly handled by the victim
machine. For our experimentation, seven weeks of training data
are used which contains 3,904,797 network traffic communications
in the form of a TCP dump.

4.4 Data Preprocessing

A python-based script is created to parse the data. Network traf-
fic datasets contain network traffic communication which can be
mapped into a graph. A node in a graph represents network devices
like DNS, web server, workstation, internet, etc., while an edge
represents the unique communication between the devices. Each
individual graph represents the traffic flow corresponding to the
fixed time duration. One graph corresponds to 1 minute of traffic
in Smart Home traffic and 10 minutes of traffic in the DARPA 1998
dataset. The duration is decided by evaluating the density of the
traffic flow. If there are multiple communications between the same
set of source and destination devices, we sum them and assign it
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as an edge weight. The edge weight will be used to calculate the
transition probability of the next node in the random walk path.
The higher the edge weight the higher the probability to go to
the next node in a random walk. Similarly, the edge weight will
be used to calculate the cost of the shingle in the graph. This is
particularly important in identifying the denser subgraph where
the attack device will be sending a high amount of traffic to the
victim machine and it can be reflected as an edge weight. Using the
aforementioned setting, a stream of 9,678 graphs for Smart Home
IoT Traffic and 3,497 graphs for DARPA 1998 are obtained.

4.5 Experimental Setup

To capture the feature from the anomalous hotspot region (like the
attack-victim device subgroup) of the graph, we interpolate our
random walk as a Breadth First Search (BFS) by setting ¢ higher
than 1. Interpolating the random walk as a BFS would provide the
local neighborhood information and the top k shingles generated
from such a walk will constitute of a snapshot of the anomalous
(denser) hotspot. The sketch vector is given as input to a state-of-
the-art stream anomaly detection algorithm called Robust Random
Cut Forests (RRCF) [15]. By default, SpotLight uses K = 50 sketch
dimensions and p = g = 0.2 source/destination sampling proba-
bilities. Similarly, StreamSpot uses the default chunk size = 24 for
generating graph sketches. For SnapSketcH, the length of random
walk [ is set to 50 and the size of shingle n is set to 3. After empiri-
cal evaluation, we decided to use d = 64, k = 128 for the DARPA
dataset and d = 32, k = 256 for the Smart Home IoT dataset.

4.6 Results and Discussion

We now summarize the discoveries made by SnapSkercH and the
baseline approach.

4.6.1 Evaluation Metrics: The performance of the proposed ap-
proach and the baseline approaches is evaluated based on its effec-
tiveness in identifying the DoS attack traffic. The ground truth of
each dataset indicates that most of the DoS attacks are large (> 100
edges). Therefore, if a graph has a higher number of anomalous
edges then they are more anomalous. It is particularly important in
DoS attack scenarios where identifying the most anomalous graph
means being more effective in detecting severe DoS attacks. For
each graph in the stream, the number of anomalous edges is com-
puted. Sorting these in descending order, the top m most anomalous
graphs are identified. Each method is then evaluated on how well
they can identify the top m anomalous graphs. If there are a total N
anomalous graphs (graphs with DoS attack traffic), for every m we
compute precision@m = TP(m)/m and recall@m = TP(m)/N.

4.6.2 Results. Anomaly detection results on all three datasets are
shown in Table 2. Precision and recall are reported for the top
100, 200, and 300 anomalous graphs. There are a total of 1,007
ground truth anomalies in the Smart Home IoT dataset. Ground
truth values indicate the ideal score of precision and recall for each
m. As shown in Table 2, our approach has better precision and
recall compared against the baseline approaches for each value of
m in the Smart Home IoT and DARPA datasets. Figure 4 plots the
ground truth (blue plot) and the anomaly score (red plot) of all
methods in the smart home IoT traffic from t = 300 to ¢t = 1200.
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Table 2: Performance comparison between SNapPSKETCH, Spot-
Light, and StreamSpot on top—m anomalous graphs.

Algorithm Precision (top—m)  Recall (top—m)

100 200 300 100 200 300
Smart Home IOT Dataset

Ground Truth 1.0 1.0 1.0 .099 .198 .298

SNAPSKETCH 94 .86 .80 .093 .170 .239

SpotLight 77 .73 .63 .076 .145 .190

StreamSpot 69 .57 54 068 114 .161

DARPA Dataset

Ground Truth 1.0 1.0 1.0 .277 554 .831

SNAPSKETCH .83 .52 .34 229 .288 .288

SpotLight .80 51 34 221 282  .282

StreamSpot 49 .29 .20 135 160 .163
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Figure 4: Anomaly score reported on smart home IoT traffic.
Blue plot indicates the ground truth anomalies. Spike in red
plots indicates the reported anomaly score.

The higher the spike on the blue plot the more anomalous is the
graph. As shown, SnapSkeTcH was able to identify most of the DoS
attack spikes with better precision (red plot). Spotlight has fewer
false alarms (on the left side of the plot) while the StreamSpot
approach is missing several instances of DoS attacks. Similarly,
SnapSkeTCH consistently performs better than both SpotLight and
StreamSpot for each value of m in the DARPA dataset. Figure 5
plots the ground truth (blue plot) and the anomaly score (red plot)
reported by RRCF during the period ¢t = 1200 to ¢t = 2600 of the
DARPA graph stream. Our approach was able to identify most of
the attacks and had fewer false alarms. Like with the smart home
IoT traffic, SpotLight has several false alarms and the StreamSpot
approach misses several instances of attacks making SnapSkercH a
better approach in identifying intrusions in the DARPA dataset.

4.6.3 Discussion: Like SNapSkeTCH, StreamSpot also involves hash-
ing n—shingles. However, the shingles are generated from the walk
path of an ordered k-hop breadth-first traversal rather than a biased-
random walk. The performance of sketches given by StreamSpot
on anomaly detection is persistently low on both datasets because
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Figure 5: Anomaly score reported on DARPA dataset.

it was designed to detect anomalies in the form of host-level ad-
vanced persistent threats (APT) in security where system logs are
used to construct an information flow graph. The anomalies in such
scenarios are the deviation in system behavior rather than sudden
(or significant) changes in the graph topology (or hotspot regions).
Hence, it was unable to capture a DoS attack where the anom-
alies constitute a sudden change in the hotspot (burst of traffic in
attack-victim subgraph regions). SpotLight is specifically designed
to detect anomalies that constitute the sudden appearance or dis-
appearance of dense subgraphs (like found in a DoS attack), and
thus performs better than StreamSpot. SpotLight uses a K query
subgraph for each graph by sampling source and destination nodes
with probability p and q and sketches the graph into a K dimen-
sional sketch vector. Each sketch dimension is called a "spotlight”,
where the anomalies would be brought to light by at least one of
these spotlights. However, SnapSkeTcH is able to outperform Spot-
Light. In SnapSkercH, the random walk to generate shingles (also
called the "snapshot" of the graph) is guided toward the denser
edges (i.e., edges with higher edge weight have higher transitional
probability) and are rendered like a breadth first search to capture
enough of the local neighborhood. Using this strategy, sketches of
SNAPSKETCH can capture the sudden changes in the hotspot region. In
summary, these results demonstrate the advantages of SNapSkeTCHIN
identifying the DoS attack in network traffic.

5 CONCLUSION AND FUTURE WORK

In this work, we presented a graph representation technique called
SnapSkeTcH that can effectively represent graphs into a feature vector
over time with efficient memory use. It first uses a biased random
walk to generate shingles. The top discriminative shingles are then
hashed into a d—dimensional projection vector h;. Using the cost
of the shingles and the projection vector, a graph is represented
as a low dimensional sketch vector that is memory efficient and
preserves the original properties of the graph. The learned sketches
are then used for anomaly detection. Comprehensive experimenta-
tion of anomaly detection problems on well-known network traffic
datasets demonstrates the meaningful and effective representations
learned by our method. SnapSkerch was able to outperform both
baseline anomaly detection approaches while employed to detect
network anomalies on streaming graphs.
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SnapSkercH performed better in identifying the severe type of
DoS attacks, while the performance degraded when the attack
strength is lessened (see Table 2). In the future, we would like to
investigate a way to improve the performance when the attack
strength is low. The biased random walk we used for traversing
the graph provides the neighborhood information to calculate local
and global neighborhoods, but the structure of the graph (number
of neighbors, degree, etc.) is omitted. We would like to investigate
an approach to integrate this structural information in our sketch
vector. The learned graph representation was used for anomaly
detection applications. In the future, we would like to test for other
applications like graph classification, community detection, etc.
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